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We consider a system of linear vortices as a model of two-dimensional turbulence. We find an exact 
solution of the problem of the interaction of three vortices-the first elementary interaction process in 
isotropic turbulence kinetics. This problem is used as an example to trace the tendency for energy transfer 
along the spectrum from small to large scale lengths in two-dimensional flow. We obtain a stationary 
solution of the equation for the generating functional for a system of vortices which corresponds to an 
energy spectrum E(k) = ,,2 0/4rr k (" is the intensity and a the density of the vortex distribution). We derive 
from an analysis of the hierarchy of equations for s-vortex distributions a number of properties of the fine 
structure of nonuniform turbulent flow. 

PACS numbers: 45.30.C 

In two-dimensional turbulent flow the energy has, in 
contrast to the three-dimensional case, a tendency to be 
transferred from small to large scale lengths. A number 
of theoretical papers [1-4J noted the possibility of such an 
effect. This effect was directly observed in numerical 
experiments on two-dimensional turbulence [5J and in 
laboratory studies with a conducting liquid in a strong 
magnetic field. [6J A similar effect in meteorology is 
sometimes called" negative viscosity" [7J and it mani­
fests itself, roughly speaking, in the fact that cyclones 
feed the general circulation of the atmosphere. 

The phenomenon of a directed transfer of energy 
along the spectra of three- and two-dimensional turbu­
lence (in the opposite direction of the wavenumber axis) 
was explained earlier [8,9J from a unified point of view 
as the consequence of the statistical irreversibility of 
turbulent flow. The main role was there played by the 
averaging over an invariant manifold, which is deter­
mined for an ideal incompressible liquid by the conser­
vation law for the circulation of the velocity along a 
liquid contour, This manifold was used in the theory of 
hydrodynamic instabilities [10J and was called the "equi­
vorticity field sheet." The averaging over the sheet was 
performed in [8, 9J by means of equi -probable arrange­
ments of a large number n of fluid elements of the same 
volume, into which the flow broke up. 

A natural means for studying irreversible processes 
in turbulent flow is the hierarchy of equations for finite­
dimensional distribution functions for the vortex field. [llJ 
However, these equations are rather complicated and it 
becomes necessary to find Simplified models. Some very 
simple spectral models have been given earlier. [12,13J 
In the present paper we consider as a model of two­
dimensional turbulence a system of infinitely thin iden­
tical linear vortices. The field arguments of the distri­
bution functions then drop out and we can use the prin­
ciple of identical particles (vortices). In the model there 
occur not only operators describing collective effects, 
but also the operators for the interaction of a finite num­
ber of vortices. The consideration of elementary proc­
esses, which is of interest in itself, helps us in the 
understanding of the collective interaction. Moreover, 
on a scale larger than the average distance between vor­
tices the model considered (as compared to the case of 
a continuous vortex field) does not change the basic non­
linear effects connected with the transfer of energy along 
the spectrum. 1) 

One shows easily that for a system of linear vortices 
averaging over a sheet [8, 9J as n - 00 leads to a Poisson 
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distribution of the vortices. It is natural to consider this 
distribution to be an equilibrium one in the case of un­
limited flow when the excess energy already escapes to 
the region of very large scale lengths while there are for 
the phase trajectory no other essential limitations than 
that it must pertain to the sheet. Below we shall obtain 
the Poisson distribution as an exact stationary solution 
of the problem. 

1. THE SYSTEM OF VORTICES 

We consider N point vortices with intensities (circu­
lations of the velocity round the vortex) K et (Ci = 1, ... , N) 
on an unbounded plane. The vortex coordinates 
x~ a) (t) (i = 1, 2) satisfy the Hamiltonian set of equa­

l [" 
tions 14J which we write in the form 

Here Eij is an antisymmetric tensor (E12 = -E21 = 1, Ell 
= E22 = 0), we sum from 1 to 2 over repeated Latin in­
dices, la(3 is the distance between vortices, and the prime 
on the summation sign means that the terms with et = (3 
are dropped. The quantity H has the meaning of the en­
ergy of the interaction between the vortices and is an 
integral of motion. From the fact that H is invariant 
under translations it follows that 

(1.3) 

Expressing H in terms of polar coordinates for the 
vortices (Pet' CPa) we can rewrite (1.1) in the form 

(1.4) 

From the rotational invariance of H it follows that 

~ X~p~2 = const. (1.5) 

Using (1.3) we can transform the integral of motion (1.5) 
to the form 

~ xaxillai = const. 
~.~ 

(1.6) 

In the present paper we shall basically consider a 
system of identical vortices: K a == K. However, it is 
useful in what follows to discuss also other variants, for 
instance, a "vortex plasma" consisting of an equal num-
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ber of vortices with intensities which have the same ab­
solute magnitude, but opposite signs. 

It follows from (1.2) and (1.6) that the motion of a 
system of identical vortices is finite: 0 < 10 < la{3 < Lo 
< 00, where 10 and Lo are scale lengths determined by the 
initial conditions. If we choose the origin to be in the 
center of mass of the system of vortices, so that the in­
variant (1.3) vanishes, an estimate of the area SN occu­
pied by the system of vortices gives the invariant (1.5) 
divided by KN. It is also useful to bear in mind that a 
group of vortices positioned sufficiently near one another 
acts at large distances as a single vortex with the sum 
intensity. 

If there is only one vortex, it will remain at rest by 
virtue of (1.3). Two identical vortices will, according to 
the classical Helmholtz result, rotate around the center 
of mass along a circle with constant angular velocity 
K/1T/~2. As the distance between the vortices is an integ­
ral of motion, (1. 6), in the description of uniform and 
isotropic turbulence (Sec. 3) the two-vortex operator 
gives zero when acting upon a two-vortex distribution 
function. There occurs thus as the first non -trivial in­
teraction process in the kinetics of uniform turbulence 
the problem of three vortices; the solution of this is 
given in Sec. 2. 

We introduce the energy spectrum for a system of 
point vortices. We have 

Q(x)= ~xa6(x-x,a,), 
a 

Q(k)=(2n)-' S Q(x)e-ikz d'x= (2n)-' ~ xae-ikz,a" 

lri(k) 1'=(2n)-' [~xa'+2 ~ xax,cos(k(x'O'-x"'» ], 
ex «<Ii 

where n",) is the vortex field and Q(k) its Fourier 
transform. 

(1.7) 

(1.8) 

Using (1.8) we get for the energy spectral density 

EN(k) = nk 1 v(k) I' = nk-' 1 n (k) I' 
(1.9) 

= (4nkt' [E xo' + 2 E x.x~Jo (kid], 
a. a.<(3 

where v(k) is the Fourier transform of the velocity field, 
the bar indicates averaging over angles, and Jo is a 
Bessel function. For identical vortices 

E .. (k)=x'(4nk)-' [N+2 ~ J,(kla,)]. (1.10) 
0<' 

The first terms in (1.9) and (1.10) correspond to the 
vortex self energy and the second ones to the energy of 
the interaction determined by the set of distances apart 
of the vortices. 

We assume that we can indicate for a system of iden­
tical vortices the above mentioned external and internal 
scale lengths (Lo and 10), at least for a finite time inter­
val. For a system with vortices of one sign one can 
easily indicate these scale lengths using (1.2) and (1.6), 
in that case, for an unlimited time interval. From (1.9) 
we have 

constant (1.11) is the same as (1.2). Moreover, using the 
identity 

J J,(x)dx=1 
• 

we find 

(1.12) 

The ratio of expressions (1.12) to (1.11) gives us the 
average wavenumber kv(t) which characterizes the dis­
tribution of the energy over the Fourier components of 
the velocity field. A decrease in kv means a transfer of 
energy from small to large scales, and vice versa. The 
quantity kv can change only when we take into account 
the change in the second of the sums occurring in (1.12). 
In the case of identical vortices that sum is proportional 
to the average absolute magnitude of the relative veloci­
ties (1.1) produced by the vortices. The evolution of the 
relative configuration of the vortices which determine 
the energy spectrum is thus, generally speaking, slowed 
down, i.e., the system spends a longer time in states 
with small kv. This also means statistically an irre­
versible tendency to transfer energy from small to large 
scale lengths. In what follows this tendency will be 
traced already for N = 3. 

2. THE INTERACTION OF THREE VORTICES 

Kelvin [15J was one of the first to turn to the three­
vortice problem. He showed that a uniform rotation of 
three identical vortices, positioned at the vertices of an 
equilateral triangle, is stable while the rotation of the 
same vortices, distributed along one line with one vortex 
at equal distances from the others, is unstable. Zhukov­
skir 116J in his lecture for the 70th birthday of Helmholtz 
gave (without comment) a picture of the motion of three 
vortices for the case when two identical vortices are 
close to one another and at some distance there is a 
vortex with the opposite sign (and, evidently, the same 
absolute magnitude). 

Although the integrals of motion (1.2), (1.3), and (1.5) 
have been known for a long time, the solution of the prob­
lem of three (identical or non-identical) vortices has, 
apparently, not been published. Batchelor [17J notes 
specifically in his recently published detailed monograph 
that the details of the motion in the case of three vor­
tices are not clear. We consider this problem in rather 
a lot of detail, taking into account its connection with the 
theory of turbulence and also its uniqueness as a "three­
body problem" allowing an exact solution. 

First of all we shall be interested in the relative 
motion of three identical vortices. We write the integrals 
of motion (1.2) and (1.6) in the form 

(2.1) 

(2.2) 

Here the am are the dimensionless lengths of the sides 
of the triangle in the vertices of which the vortices are 
situated (Fig. 1); as the unit length we take the root 
mean square distance r between the vortices which is an 

r' 1 L 1 LC integral of motion. As the basic dimensionless param-
SEN(k)dk=71nl ~Xa'+-2 ~Xax,ln-l-" (1.11) eter in the problem we have chosen the integral of mo-
L-' n« n 0<' a, tion ,\ which is the ratio of the geometriC average of the 

where we have assumed that 1 « 10 < Lo« L; Cl = 2e- C, distance apart of the vortices to the root mean square 
C "'" 0.577 is Euler's constant. Apart from an additive distance. 
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FIG. I. The vortex configura­
tion. 

The phase trajectories corresponding to different 
values of A lie on the intersection of the integral sur­
faces (2.1) and (2.2). We must then bear in mind that the 
quantities am are positive, as they are the lengths of the 
sides of a triangle and each of them can be at most the 
sum of the other two. The phase trajectories are thus 
confined to the first quadrant and bounded by the planes 

(2.3) 

To investigate the behavior of the phase trajectories 
in the simplest way it is convenient to introduce cylin­
drical coordinates (p, q, </J) with the p-axis along the 
bisectrix of the trihedral axis formed by the old am -
axes. We have 

2n 
a,,=3- '[p+:2'qcos(>t+6;")], 0,=0, 0,,='l'3' (2.4) 

where by definition the angle </J is reckoned from the 
projection of the acaxis on the p = const plane. In the 
new variables Eqs. (2.1) to (2.3) become 

3 
p" - 2 pq'+2-"q' cos 3>t=A'3 " 

p'+q'=3, 

p=2hqcos(>I+Om), m=l, 2,3. 

(2.5) 

(2.6) 

(2.7) 

We show in Fig. 2 the projections on the p = const 
plane: the ~-axes, the intersection curves of the planes 
(2.7) with the sphere (2.6) (indicated by dashed lines) and 
the phase trajectories-the lines of the intersection of 
the surface (2.5) with the sphere (2.6) for the parameter 
values e == A -6 = %, 2, 4. The parameter e is connected 
with the interaction energy (1.2). For arbitrary N 

0= II «("fr) -', 
"<, (2.8) 

b//=x'[ln 8-.Y(.Y-1)ln rj. 

As the geometric mean of positive quantities cannot 
exceed their root mean square, we have e ?: 1. The case 
e = 1 (the central point in Fig. 2) corresponds to the 
uniform rotation of the vortices when they are at the 
vertices of an equilateral triangle. The relative motion 
of the vortices is then according to Lyapunov clearly 
stable. 

When 1 < e < 2 the phase trajectories are closed con­
centric curves. The relative motion of the vortices is 
periodic and the phase trajectories depend on e in a con­
tinuous way. Moreover, in the range 1:::s e < 2 the vor­
tices cannot go through states where they lie on one line. 
The orientation of the vortices y-which is equal to 1 
when the sequence of the vortices with numbers 1, 2, 3 
goes counterclockwise around the triangle and -1 when 
it goes round clockwise (the case y = -1 is shown in 
Fig. 1 by dashed lines)-therefore does not change with 
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FIG. 2. Phase trajectories of the relative motion of the vortices. 

time. We note also that when 1 < e < 2 each of the sides 
of the triangle successively goes through all stages from 
the smallest to the largest value. 

In the range 2 < e < 00 the phase trajectory consists 
of three pieces. When the phase point reaches one of the 
dashed lines (Fig. 2) the vortices fallon a single straight 
line, after which the orientation y of the 'Vortices 
changes. The smallest side of the triangle remains all 
the time the smallest. As in the first case, the relative 
motion of the vortices is periodic and the phase trajec­
tory depends in a continuous way on e. As e - 00 two 
vortices approach each other so closely that they rotate 
around one another independent of the third vortex. The 
effect of the third vortex shows up only in the total rota­
tion of the whole system around the center of mass. 

A peculiar case is e = 2. The phase trajectory is split 
into three parts by the points of contact with the dashed 
lines. These pOints of contact are stationary pOints for 
the relative motion of the vortices, corresponding to a 
symmetric configuration of the vortices on a single 
straight line. The absolute motion consists in a rigid 
rotation of the system around the central vortex. Such a 
state is clearly unstable. If a perturbation changes the 
magnitude of e, depending on the sign of this change the 
system changes to one of the regimes considered above. 
If the perturbation does not change e the system may 
jump past the stationary point, reaching the neighboring 
section. On each of the sections of the phase trajectory 
corresponding to e = 2 the motion is aperiodic-the phase 
point tends asymptotically to the appropriate stationary 
point (see the calculations which follow below) while the 
orientation of the vortices does not change. The phase 
trajectory as a whole has clearly as function of the 
parameter e a discontinuity at e = 2. 

We construct the equation for one of the sides, al, of 
the triangle. To fix the ideas we take K > 0, which 
corresponds to a counterclockwise rotation of the liquid 
close to the vortex. PrOjecting the velocities produced 
by vortex 1 in the pOints where the vortices 2 and 3 are 
situated onto the side al we get (Fig. 1): 

da, _ 1 % (Sin ct, sin ct, ) 
dt - 2Ju·2 ~ - -a-, - . (2.9) 

We have here taken into account the orientation of the 
vortices and the fact that the sides are normalized by 
the root mean square value r. After simple transforma­
tions and using (2.1), (2.2), and the properties of a 
triangle, Eq. (2.9) becomes 
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db, 
-;;:; = 1 sign {a3-a,}[ 4-8b, (2b,-3)'l"'[8b, (3-b,)'-4P, 

(2.10) 
b,=a,', 't=tx(2nr)-'. 

Equations (2.1) and (2.2) in conjunction with the con­
dition a3 = a2 give 

(2.11) 

and in conjunction of any of the conditions (2.3) 

8b,(2b,-3)'=4. (2.12) 

We see that the factor y sign(a3 - a2), which takes the 
values ±1, does not vary in the range of changes of b i in 
which the expression which stands as its factor in (2.10) 
does not vanish. 

Equation (2.11) has the roots 

b:"=4cos',(; + ~'), b."'=4cos'(; - ~'), cos~,=8-"'. 
(2.13) 

The third root which is larger than 3 is not considered 
because of (2.2). Expressions (2.13) give the smallest 
and largest values of b l , compatible with (2.1) and (2.2). 
These values correspond in Fig. 2 to the points of inter­
section of the phase trajectories with the al axis (for 
13 = % these are the points M(l) and M(2». 

The roots of Eq. (2.12) 

(3, '( n ~, ) b, =2cos -+-
3 3 ' 

b, =2cos ---(" '( n ~, ) 
3 3 ' 

b,("=2cos'~ 
3 ' 

(2.14) 

correspond to the points of intersection of the phase 
trajectories with the planes (2.3). These points are indi­
cated in Fig. 2 for 13 = 4; the superscript denotes the 
number of the root. 

To fix the ideas we shall assume that at T = 0 we have 
y = 1, b l = bil). One sees easily that the phase point 
starts to move along the phase trajectory in the counter­
clockwise direction. We have the quadrature 

bl("t) 

't' =~ ~ X (b) db, X(b)= [4-8b(2b-3)·P·[8b(3-b)'-41~1 •. (2.15) 
bl(l) 

When 1 < 13 < 2 the phase point will all the time move in 
the counterclockwise direction, describing a closed 
curve. For the period we have the expression 

bi2) 

T (8) = 2 ~ X (b) db, 1 < 8 < 2. 
bill 

One can easily show that as 13 - 1, T(13) - 21T/3. 

(2.16) 

In the range 2 < 8 < 00 the phase point reaching y(3) 

(to illustrate this point we use the curve for 11 = 4 shown 
in Fig. 2) turns back, and the sign of y changes. The next 
turn occurs in the point .9'P). For the period we get 

b13) 

T(8)= 4 \x (b) db, 2<8< oc. 
CI) 

(2.17) 
bl 

As 13 - 00 we have the asymptotic behavior T(13) "" 41T/913. 

Finally, for 13 = 2 we have bi3) = bi4) = Y2, and there 
appears in (2.15) a non-integrable singularity. The phase 
point will thus asymptotically tend to N(3, 4). Linearizing 
Eq. (2.10) near this pOint we get 

b, ('t) ='1,- ['I,-b, ('to) lexp{ -3'''( 't'-,o)}, 

b, (To) ';;'1" 8=2. 
(2.18) 

In Fig. 3 we show the function T(13), given by Eqs. (2.16) 
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FIG. 3. The period of the relative mo­
tion of the vortices as function of the 
interaction energy. 

T(S) 

10.0 

f.O 

and (2.17), which becomes infinite when 8 = 2. 

As the relative motion of the system is slowed down 
when the critical point N(3, 4) is approached, it is of in­
terest .to trace how the average wavenumber kv' intro­
duc~~ m Sec .. 1,. changes. The change in kv is (with a 
posltIve coefflclent) proportional to the change in 

(2.19) 

As independent variable we use the quantity bl which 
increases monotonically when the critical point is ap­
proached; see (2.18). Differentiating (2.19), and using 
(2.1), (2.2), and (2.14) we find in the critical point 

k: =0. k." =4 Y2!3 

(we indicate differentiation with respect to b i by a prime). 
The quantity k*, and therefore also k , therefore reaches 
a minimum in the critical point when vthe relative motion 
of the system is slowed down in accordance with the 
general conclusions of the end of Sec. 1. It is interesting 
to note that the quantity k* also reaches a local minimum 
in the point N(l) where the relative motion of the system 
is retarded since dbl/dT = 0 in this case. 

Going over to the absolute motion of the vortices we 
use the second of Eqs. (1.4) for the first vortex, writing 
this equation in dimensionless form: 

d<p, iJ 
p. - = -In (a,a,a,), Ilm=pmr-'. 

dT dr. 
(2.20) 

where the quantities am must be taken to be expressed 
in terms of Pm and <Pm; in particular (Fig. 1) 

(2.21 ) 

From the condition that the origin is at the center of 
mass of the system of vortices we find relations of the 
form 

(2.22) 

Using (2.2) we get 

(2.23) 

Using (2.1), (2.2), and (2.21) to (2.23) we change Eq. 
(2.20) to read 

d<p, 4+8b, (3-b,) (3-2b,) 
-;h= 2(2-b,) ro, (b.). (2.24) 

The angular velOCity (2.24) is bounded as the quantity 
b i < 2 when 13 F 2, while for 13 = 2 we have wl(b l) = 1 
+ 5bl - 2bt Using (2.15) we have the quadrature 

. b,~,) 

<Pl ('t') - <PI (0) = ) X (b) ro, (b) db. 
b(l) 

1 

As the angle of rotation of the system after a time 
T(13) (for 13 F 2) is not necessarily a rational fraction of 
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IT, the absolute motion of the vortices is in the general 
case not periodic. 

We dwell briefly on the problem of the interaction of 
three non-identical vortices. Each of these vortices can 
in turn consist of a group of (possibly identical) vor­
tices; it is important only that the size of the groups is 
small compared to the distances between their centers 
of mass. The hierarchy of such vortex structures is a 
particular class of analytically soluble problems. 

After substituting K 1 for K Eq. (2.9) retains the same 
form (apart from the normalization of the side). Equa­
tions (1.2) and (1.6) give two relations between the three 
sides of the triangle in the vertices of which the vortices 
are positioned. In particular, we can express ll2 and h3 
in square roots in terms of l23, when K2/K3 equals 
-1'4, ±%, ±%, -%, ±1, -,%, ±2, ±3, -4. In the case of 
arbitrary Km the problem reduces to a quadrature of an 
impliCit function. 

The problem of the interaction of four vertices which 
have pairwise equal intensities and which are distributed 
symmetrically with respect to the center of mass can be 
solved similarly. One can also have a fifth vortex of 
arbitrary intensity situated in the center of mass. In all 
these cases the problem reduces to the dynamiCS of a 
triangle with two links on its sides. 

3. STATISTICAL DESCRIPTION OF THE FIELD 
OF A VORTEX 

We consider the s-vortex distribution density for a 
system of N identical vortices 

/;x'(t,r'II, ... ,r('»=(II 6(x'm) (t)--r'm» ), s<.N, (3.1) 
111=1 

where the pointed brackets indicate a probability aver­

age, and x(m)(t) is the pOSition of the m-th vortex. The 
conditions for the compatibility of the distribution densi­
ties have the form 

j (N) = S't'X'd' ,.+1) 
" ,,+1 r , (3.2) 

We can obtain the equations for the f~N) as an appro­
priate particular case from the equations for the finite­
dimensional distributions of the field of a vortex. [llJ 

However, we can start directly from Eqs. (1.1). We shall 
assume that the distribution densities (3.1) are symme­
tric in their spatial arguments. It is sufficient that this 
condition be satisfied at the initial time as the dynamics 
cannot introduce an asymmetry because the vortices are 
identical. Differentiating (3.1) with respect to the time 
and using (1.1) and the identity of the vortices we get 
after some simple transformations 

() .(X) 

-]'-=A,j!N'+(N-s)B.t:;;, (s=I, ... ,N), 
dt 

XEik~' .E& , r;m,p) r) 
A =- ----

.8 2n r-:' dr(n1) , 
111=1 p=1 IIl,p I 

(3.3) 

(3.4) 

(3.5) 

The operator As describes the interaction of s vortices. 
The operator Bs takes the influence of any of the remain-
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ing N-s vortices on the chosen s vortices statistically 
into account. 

The hierarchy of Eqs. (3.3) can be replaced by a 
single equation for the generating functional 

N 

DY'[t;h]= (II[ Hh(x"'(t»]), (3.6) 

similar to what is done in molecular kinetic theory. [l8J 

Differentiating (3.6) with respect to time and using (1.1) 
and the identity of the vortices we get after some trans­
formations 

aD'·' 
-0-= QD N ', Q =-i-eij SSd'xd'x'[l+h(x)] 

ut _n 

x [Hh (x')] x/,--x,' _~ 6' 
Ix-x'I' ax, 6h(x)6h(x') 

(3.7) 

The distribution densities (3.1) can be expressed in 
terms of variational derivatives of the functional (3.6): 

o'LI.\"' I N! (X) (N) 

6h(r'IJ) ... 6h(r"') = (N-s)! t. ~F. (s=O, 1, ... , IV). (3.8) 
h,,-~IJ 

The characteristic functional of the field of a vortex, 
given by (1.7) with Ka == K, is simply connected with the 
functional (3.6): 

<D'N'[t; z]~ ( exp { i S z(x)Q(t,x)d'x}) =DN)[t; e'"'-1]. (3.9) 

We consider the limit as N - 00. We note that the 
operator Q of (3.7) is independent of N although it is ob­
tained from the N -vortex problem. It is obvious to as­
sume that Eq. (3.7) retains its form in the limit and that 
limits exist for the expressions occurring on the right­
hand side of (3.8). This condition is equivalent to the 
existence for statistical characteristics of the field of a 
vortex, as the connection between the functionals (3.9) is 
independent of N. This is immediately clear from the 
expressions for the moments of the field of a vortex (we 
do not indicate the time dependence) 

(Q(x»=xF,(x), 

<Q (xHl(x') )=x'6(x-x') F, (x) +x'F, (x, x'), 

(3.10) 

(3.11) 

and similar expressions for higher order moments (we 
drop the index N for the limiting quantities). 

Averaging (1.10) we get the limiting expression for 
the energy spectrum per vortex: 

E, (k) = lim N-'(Ey(k»= ~ [1 + S /,(kr)P(r)d'r], 
1'_00 4"k 

(3.12) 

P(r)=lim(N-1) St,(·V) (x-r,x)d2x . 
N_""" (3.13) 

( )-' . (N) (N) =;~~ SF, (x)d'x SF, (x-r,x)d'x, 

where P (r) is the limiting density of vortices at a dis­
tance r from a chosen vortex. 

As N - 00 the hierarchy of Eqs. (3.3) becomes 

8F.lfJt=A,F,+B.F.+t (s=1, 2" •• ). (3.14) 

In the case of uniform flow we have, using (3.10) and 
(3.13) 

F,=a, (Q)=xa, F.~a·(Hg.), P(r) =a[ Hg,(r) J, (3.15) 

E(k)=a[E,(k)-x,k-'6(k)}= ::ak [ HaS /,(kr)g,(r)d2r], (3.16) 

where a is the constant density of vortices, E(k) is the 
normally used spectral distribution of energy for veloc-
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ity fluctuations per unit area (the singular part subtrac­
ted from E1 corresponds to the energy of the average 
motion). We can also obtain Eq. (3.16) from (3.11) after 
subtracting (n/ and Fourier-transforming. 

The hierarchy of Eqs. (3.14) starts for uniform flow 
with s = 2, while when there is isotropy A2F2 = 0 so that 
the first elementary interaction process, which follows 
from these equations, is the interaction of three vortices 
considered above. 

4. POISSON DISTRIBUTION OF VORTICES. 
SIMILARITY REGIME 

The equation 
aL 
a;-=QL. 

where Q is the operator determined by Eq. (3.7), admits 
a stationary solution 

L[hl=exp{aIh(x)d'x}. (4.1) 

This solution corresponds to a Poisson distribution of 
vortices in which the positions of the vortices are inde­
pendent and uniformly distributed over the whole of 
space.2) Substituting (4.1) into (3.8) (with N = 00) and 
using (3.15) we get 

F.=a'. g,=lI. P=a. (4.2) 

One sees easily that (4.2) satisfies the hierarchy of Eqs. 
(3.14). 

Substituting (4.1) into (3.9) (for N = 00) gives 

cD[zl=exp{a I k'*'-11d'X}. 

The cumulants of the field of a vortex take the form 

K (r'" r"')=(-,')' 6'lncD I II"( " ") , •...• 6z(r't)\ 6z(r")\ = ax' u r P -r' , s;;.2. 

USing (4.2) we get for the energy spectrum from (3.16) 

E(k) =x'a/4nk. (4.3) 

When energy is transferred from small to large scale 
lengths a similarity regime may be established in which, 
in particular, 

g,(., r)=g(.) (ra'I,)-", 't=xat. 

The condition that the integral in (3.16) converges 
gives 

1f2<a<2. (4.4) 

Then 

(4.5) 

where r(x) is the gamma function. By virtue of (4.4) the 
second term in (4.5) is the determining one in the small 
wavenumber region. One sees easily that the transfer of 
energy from small to large scale lengths correspends to 
a decrease of g(T). As g(T) - 0 the spectrum (4.5) goes 
over into (4.3). The value ex = %, corresponding to the 
"%-law" for the energy spectrum, lies in the range (4.4). 
Unfortunately, so far we have not succeeded to narrow 
that range down and to determine the nature of the be­
havior of g(T), without resorting to a formal hypothesis 
about closure or an arbitrary cut-off in the series ex­
pansions in a parameter which is not small in any variant 
of perturbation theory. We note that owing to the phenom­
enon of the intermittent nature of turbulent flow (see [19J, 
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where we refer to older papers) the behavior of the en­
ergy spectrum cannot have a strictly universal nature. 

5. THE FINE STRUCTURE OF 
TURBULENT FLOW 

The ratio of the second term on the right-hand side of 
(3.14) to the first one is for s ~ 2, when we use (3.4) 
and (3.5), of the order 

where (J is the density of vortices, 1* some integral 
correlation scale length, and rmin the minimum distance 
apart in the group of s vortices. Without specifying 1* 
more precisely we can state that 7] becomes small as 
rmin - O. 

For the analysis of the hierarchy of Eqs. (3.14) with 
7] « 1 we use Bogolyubov's method. [18J Assuming that 
the scale of the inhomogeneity of the turbulent flow is of 
the same order as 1* and initially considering the case 
where all distances apart between the s vortices are of 
the same order of magnitude we rewrite (3.14) in the 
form 

OF, 
----at = B ,F " 

(s;;.2). 

(5.1) 

(5.2) 

We have here split off the parameter I). This can be 
done by going over to the appropriate dimensionless 
variables or by considering I) to be a formal expansion 
parameter. 

We assume that F s (s ~ 2) depends on t only through 
the functional dependence on Fl. Expanding these func­
tionals in series and using (5.1) we get 

(5.3) 

(5.4) 

where the braces indicate integration over the point in 
which we take the variational derivative. 3 ) On the other 
hand, the time derivative of F s can be evaluated by sub­
stituting (5.3) into (5.2). Equating the expression obtained 
in that way to (5.4) we get 

In zeroth and higher orders in 7] we get, respectively, 
from (5.5) 

A.F;" =0, 

A.F.(m,= ~ {~B F!"} -B F,m-', (m;;.1). 
~ 6F 1 - 66+1 

q+p_m_l 

(5.6) 

(5.7) 

We see from (5.6) that F~O) is a function only of the 
invariants of motion of a system of s vortices. For 
s = 2 this gives the condition for local isotropy 

F,'" (r'l). rU ») =tY',('/,(r't)+r"'); r,,). (5.8) 

Starting with Kolmogorov's classical paper [20J one 
always presupposed the fundamental property of local 
isotropy of turbulent flow, which had been verified ex­
perimentally but had not been given a theoretical founda­
tion. The physical mechanism for the local isotropiza­
tion is in the model considered extremely Simple. When 
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the vortices approach each other very closely they start 
to rotate fast around the center of mass and this leads 
to an averaging of the correlations over directions. 

For s ~ 3 Eq. (5.6) gives, apart from the local iso­
tropy condition, some more important additional inform­
ation. We showed in Sec. 2 that when the position of the 
center of mass is fixed the dynamics of a system of three 
vortices is completely determined by the invariants of 
motion (2.1) and (2.2). When e < 2 the orientation of the 
vortices y is also conserved. However, the y-depend­
ence drops out since we stipulated in Sec. 3 that we look 
for solutions symmetric under a permutation of identical 
vortices. Thus, for s = 3 

The function (5.9) has one argument less than would fol­
low from merely the condition of local isotropy. 

For turbulent flow which from the beginning is uni­
form and isotropic all discussions and calculations are 
carried out analogously if we choose for the function de­
termining the time-dependence of the s-vortex distribu­
tions g2 instead of Fl. The dependence on the first argu­
ment then, of course, drops out in Eqs. (5.8) and (5.9). 

In the case when not all distances apart between the 
s vortices satisfy the condition al*rOl,{3 « 1, but only a 
part, referring to a subgroup of p vortices, Eq. (5.6) 
must be replaced by 

(p<s). (5.10) 

The solution of this equation is a function of the invar­
iants of motion for a system of p vortices and, generally 
speaking, an arbitrary function of the coordinates of the 
remaining s-p vortices. 

It is natural to introduce the condition 
F,-+FpF._p (p;;.2) as 

max {ra .• }/ min {ra,,} .... 0. (5.11) 
(1.~=I, ... ,:p a;=I •...• P 

'r=P+I .... ,s 

It then follows from (5.10) that F~O) is a function of the 
invariants of a system of p vortices. 

We note that the condition for the compatibility of the 
distributions follows from (5.11) for p = s - 1 

F._,= lim [ S F,d'r(l)] -, S F. d'r('), 
R_"", 1r(l)IJ!O;R lr(k)I<"R 

which is the analog of (3.2). 

In general, it is impossible to use the solution of Eq. 
(5.7) obtained for small distances to evaluate the integral 
terms occurring in (5.1), (5.2), and (5.7). If we never­
theless use (5.6) for all distances and use the identity 

we can show that 

(s=1, 2, ... ; m=O, 1, ... ). 

The integral terms therefore drop out in all orders of 
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perturbation theory. This fact may serve as an indication 
that the series (5.3) has a finite radius of convergence. 

I)The given model describes also the dynamics of the quantum vortices 
of the superfluid component of helium II. Recent experiments [21] 
which made it possible to visualize such vortices show that vortices 
do not form a simple lattice (Tkachenko [22] has considered the 
stability and small oscillations of simple vortex lattices) and that their 
motion may have a turbulent character. 

2) A more general class of stationary solutions can be obtained by in­
cluding the invariants of motion given in Sec. I. In particular, the in­
variant (1.5) corresponds to a Gaussian distribution of the vortex posi­
tions. 

3)To avoid misunderstandings we point out that the superscript of the 
Fs in the present section indicate the order in the expansion in 1) for 
a system with an infinite number of vortices in contrast to Sec. 3 
where the superscript indicated the total number of vortices in the 
system. 
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