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The problem of scattering of a conductivity electron by a paramagnetic impurity (the Kondo effect) is 
solved by two methods: by de coupling the chain of the equation for the Green functions (Nagaoka) and 
by exploiting the analytic properties of the scattering amplitude and the unitarity conditions (Suhl, 
the author). Neither method, however, is sufficiently well founded. The present paper is dedicated to 
substantiation of the second method. The role of many-particle states under unitarity conditions is 
qualitatively investigated in the first part and it is shown that the role mainly consists in renormali­
zation of the Kondo energy. It is also demonstrated that for large impurity spins the scattering 
amplitude found in the single-particle approximation is the major term in the expansion of the ampli­
tude in inverse powers of the spin. The dynamic problem of electron scattering by a paramagnetic 
impurity is solved in the second part in the single-particle approximation, and it is shown that the 
single-particle solution previously obtained by means of the unitarity conditions is correct, i.e., the 
problem of the so-called CDD ambiguity is correctly solved. From the results obtained in the paper 
it follows, in particular, that the asymptotic formulas previously derived by the Suhl method for the 
temperature dependence of physical quantities (resistance, thermal e.m.f., thermal conductivity, and 
specific heat) are correct. 

1. INTRODUCTION 

AT the present time there are two distinct approaches 
to the question of the scattering of a conduction elec­
tron by a paramagnetic impurity. Nagaoka's ap­
proach[1'2l, based on the decoupling of the chain of 
equations for the Green's functions, and the Suhl ap­
proachr3-71, which uses the unitarity conditionsu. Both 
approaches lead to the same expression for the non­
exchange part of the scattering amplitude, from which 
follows the principal result of the theory. When the 
exchange interaction has a negative sign, the scattering 
amplitude on the Fermi surface reaches its maximum 
possible value (ikF, the so-called unitary limit, re­
liably confirmed by the experiments of Daybell and 
SteyertC 10' 11l). However, neither approach can be re­
garded as well founded from the theoretical point of 
view. Nagaoka's method employs essentially arbitrary 
decoupling of the system of equations, which can 
hardly be justified in any way. Suhl's approach is based 
on two assumptions, which also have to be justified. 
First, the many-particle intermediate states are dis­
carded in the unitarity conditions. Second, in determin­
ing the scattering amplitude satisfying the unitarity 
conditions, in spite of a number of a additional require­
ments (analytic properties, agreement with the pertur­
bation-theory series at E » EF), some leeway still 
remains and is eliminated with the aid of an additional 
assumption (the CDD ambiguity, for details see[4 ' 5l). 
The question of many-particle states has been treated 
in a paper by the authOr[ 121, where it is shown that the 

llWe do not concern ourselves with papers in which, besides elec­
tron scattering, is considered also the question of the causes of the oc­
currence of a localized impurity spin (see, for example, the review of 
Abrikosov [8 ] and the paper (9)). 

role reduces in the main to a renormalization of the 
Kondo energy € 0 • The CDD ambiguity can be elimi­
nated only by solving the dynamic problem that takes 
explicit account of the interaction energy, something 
not done in Suhl's method. 

In this paper we consider first, from a somewhat 
different point of view than earlier, the question of 
many-particle states, and present qualitative consid­
erations confirming the correctness of the result ob­
tained in[ 12l. We then proceed to the question of elim­
ination of the CDD ambiguity. As already noted, to 
this end it is necessary to solve a dynamic problem 
that makes explicit use of an expression for the inter­
action energy. 

To this end, we decouple also the system of equa­
tions for the Green's functions, so as to make the 
solution automatically satisfy Suhl's single-particle 
unitarity conditions (this decoupling differs from that 
proposed by NagaokaC 11 ). The solution of the equations 
obtained in this manner leads to an expression for the 
scattering amplitude; this expression coincides with 
that obtained earliert4-7l. In other words, a correct 
solution of the single-particle problem was obtained in 
the cited papers (the equivalence of the results ob­
tained in[4- 7J has been demonstrated in[ 131 }. 

Thus, we succeed in justifying the two assumptions 
on which Suhl's method is based. The expression ob­
tained by this method for the scattering amplitude is 
essentially the correct first approximation to the solu­
tion of the problem of the scattering of a conduction 
electron by a paramagnetic impurity. The refinements 
arising when account is taken of the many-particle 
states are discussed in[ 121 and at the end of the next 
section. This paper is a continuation of earlier 
papers[5• 6 • 12l henceforth referred to as I, II, and III. 
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2. ROLE OF MANY-PARTICLE INTERMEDIATE 
STATES 

Just as in I and III, we shall consider an ideal elec­
tron gas at zero temperature, interacting with a point­
like impurity via the potential 

{} 
V(r)=-4n.(a+bR).S(r) {)r r=Vt(r)+V2(r)R, (1) 

R = (S,a). 

In the case of non-exchange interaction (b = 0 ), the 
problem of scattering by such a potential can be solved 
exactly, and the delayed scattering amplitude has the 
same form as in the absence of a Fermi sphere: 

F = a(1- ika)-1, (2) 

where k = .fE (we use units in which m = %). The 
validity of (2) can be easily verified for example, by 
the method given in the book[ 14l; we shall derive this 
formula below by still another method. The amplitude 
(2) satisfies the usual single-particle unitarity condi­
tion: 

(3) 

The exchange interaction complicates the problem 
in two respects. First, inelastic scattering processes 
become possible (for example, an electron-hole pair 
is produced when the electron is scattered). Second, 
the electron and the hole are now scattered in different 
manners. This is due to the fact that the spin operators 
of these particles are different (the electron spin is 
(Y2)a, but the hole spin is -(Y2)aT; for details see the 
authors paper[ 15l). The latter circumstance, in particu­
lar, leads to a change in the elastic part 'of the unitarity 
condition. Namely, if we neglect the many-particle in­
termediate states, then this condition takes the form 
(see I) 

ImA = k[IA 12 + S(S + 1) IBI 2], 

1mB= k[AB' +A'B-- !BI 2P.(6)], 

where A and B are determined by the equation 

(4) 

F =A +BR; ~ = E - EF and ~;(~) is the sign function. 
The main feature of this expression is that the form of 
Im B depends on the sign of ~. 

It will be convenient in what follows to use a model 
in which the impurity is replaced by a gas of infinitely 
heavy impurities. In this case we have for the interac­
tion energy, in place of (1), 

V= J dxdy'l!'+(x)IP+(y)V(x- y)cp(y)'l!'(x), (5) 

where 1/J and cp are the electron and impurity opera­
tors. This model is close to that proposed by Abriko­
sovr16l and makes it possible to use the ordinary 
Feynman diagram technique, whereas the Green's 
function of the impurity has the form g( w) = ( w + i6 t 1 ; 

we shall show it dotted. The series of diagrams for the 
scattering amplitude is shown in Figs. 1 and 2. The 
analytic expression corresponding to each of these 
diagrams separately contains terms proportional to 
powers of the large logarithm L = ln ( ~EF ). Thus, for 
example, the upper diagrams of Fig. 1 contain L 
linearly. When b = 0, however L vanishes from the 
expression for the sum of these diagrams (the appear­
ance of L in this sum at b .., 0 is called the "Kondo 
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~-- ~---
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effect"). From a comparison with (2) it is clear that 
such a vanishing of L at b = 0 should take place in all 
orders of perturbation theory. 

Simultaneously, there should vanish the contribution 
made to F also by the many-particle intermediate 
states. The latter is physically connected with the fact 
that the scattering of an electron by an infinitely heavy 
spinless impurity must be elastic, i.e., is not accom­
panied by pair production. But without such a produc­
tion no many-particle intermediate states can occur. 
This qualitative consideration is confirmed by a formal 
calculation. Let us consider, for example, the ampli­
tude for the coalescence of two electrons and a hole 
into a single electron. The diagrams for this process 
in the lowest order of perturbation theory are shown 
in Fig. 3; they correspond to the following analytic 
expression (cf. III): 

where f = a + bR and IJ.i is the projection of the spin 
of the i-th particle. Particles 1, 3, and 4 are electrons 
[EI,s,4 > EF], and particle 2 is a hole (E2 < EF]. 
Therefore the denominators of the second and fourth 
curves do not vanish. Further, if the energy conserva­
tion law E1 + Es = E2 + E4 is satisfied, then the first 
two terms combine into an expression proportional to 
the commutator [fi-'2J.Ls• ~J.L1j =b2(RIL21-Ls• RI-L4J.LJ; the 
same occurs also with the second pair of terms. 
Therefore, where the real coalescence process at 
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b = 0 we have ri0 ~ = 0. Obviously, this conclusion 
should hold also in the higher orders of perturbation 
theory; however, we shall not investigate this question 
in detail. 

With the aid of (6) and the analogous expression for 
the electron decay amplitude we can easily write an 
expression for the contribution made to F by all the 
fourth-order diagrams containing in one of the inter­
mediate states two electrons and a hole (Fig. 2): 

,(0) 1 ( i ) 3 J 4 I 4 (O) ) J. '~'" =- --. - d Pt d· P2 d Ps 'ta·~·''•''' (p, Pt. P2, Ps ' 2 (2n)• 

X G(Pt) G (P2) C (P3)g(p- P1- P3 + P2)'t&~~'~'" (p3, P2, Pt, P) 

1 (1:\~ (~i)'t~0l (si)) "'" 
=- 2 (2rr)•JarlaP2dP3~+<~~)~ds~)tt-(s2) s+£2 -£,-~+ill {7) 

where ~i = pf- EF, J+(O =1 at ~ > 0 and J+(O = 0 
when ~ < 0; J+ + J_ = 1. 

By virtue of the foregoing, the three-particle con­
tribution to 1m F~~' a (and consequently also to F~o>, 
obtained for the denominator in (7) is replaced by a 
o-function, vanishes at b = o. 

A similar situation takes place also in the case of 
diagrams with a larger number of particles in the 
intermediate states, since at lower order of perturba­
tion theory the amplitude for the coalescence of n 
particles can be represented in the form of a sum of 
terms, each of which is proportional to the ( n - 1) 2-1-
fold commutator of the quantities s. This is easy to 
verify by noting that the amplitude of the coalescence 
of n particles is obtained by writing down the expres­
sion for the diagrams of Fig. 4 (the circle denotes the 
amplitude of coalescence of n - 2 particles), and then 
antisymmetrizing the obtained expression over all 
electrons and holes present in the initial state. 

When b ;.o 0, the situation becomes much more 
complicated and, as shown in III, the three-particle 
contribution to 1m F~ o> is proportional to the infinite 
integral 

(8) 

Obviously, there should exist a mechanism that elim­
inates this infinity. Its nature is very simple. In higher 
orders of perturbation theory there appear in place of 
f total vertex parts of the interaction of the electron 
with the impurity (see Fig. 5). As a result we get in 
place of (6) 

, = _ (4n) 2 { r,.,~,(S2, o, ~. £1 - s•) r ~.~. (~, £, - 64, st. O) 
~.~.~.~. 61 - 64 + ill 
+ r~,p,(£4,o,~"s3-s2)r~.~.(S2,~-s2,~,o) -(1 +>= 3)}; {g) 

63- 62+ ill 

we have left out here the two terms obtained from 
those written out by permuting the particles 1 and 3. 
The divergence {8) is due to the fact that {6) has poles 

FIG. 4 

FIG. 5 FIG. 6 

at ~ 4 = ~ 1 3. Similar poles are present also in (9 ). Now, 
however, the residues of these poles are equal to zero. 
Indeed, if for example E1 = E4, then E2 = E3 = EF. The 
functions r contained in (9) are then transformed into 
F ( E F) and the residue turns out to be 

- (4n)2fF~,r.(EF), Fp,~,(EF)] '-~- (4n) 2B2 (EF) [R,,,~, Rp,~.]. 

However, from the results of I (see also III and[ 131 ) it 
follows that B ~ ln-1 ~ when ~ - 0, i.e., B(EF) = 02>. 

Further, if the function r tends to F ( E F) like the 
reciprocal power of the logarithm of one of its argu­
ments (it does not matter which argument! ), then it can 
be readily verified that the three-particle contribution 
to Im F turns out to be of the order of ln -3 ~ as ~ - 0, 
{cf. III). Such a contribution is negligibly small, since, 
as follows from I, the single-particle contribution at 
small ~ has the form c + d ln-1 ~ + e ln-2 ~. 3> But ex­
pression (9) does not account for the entire pole part 
of the amplitude of coalescence of three particles into 
one. Thus, for example, it is easy to verify that the 
diagram of Fig. 6 also has a pole character. The next 
step in the iteration procedure with respect to the 
number of particles taking part in the scattering was 
made in III. All the three-particle intermediate states 
were discarded in the expression for the amplitude T13 

for the coalescence of three particles into one. The 
result was an integral equation for r 13, the solution of 
which has the form T1 3 = -(41T)2B(E1)B(E3)fE4 + io), 

' the function f having the same poles as before, and 
the residues at these poles being, apart from the sign, 
the same commutators R.4> Obviously, such a solution 
has all the above-described properties necessary in 
order for the three-particle contribution to F to be 
small. 

One more step in the iteration procedure with re­
spect to the number of participating particles should 
consist in allowance for the two- and three-particle 
states in the equation for r 13 and simultaneously for 
the five-particle states in the expression for Im F, and 
to investigate the latter it is again necessary to use the 
single-particle approximation. 

2lThe equality B(EF) = 0 is due to the presence of e(~) in expres­
sion ( 4) for ImB. Indeed, reconstructing B from ImB with the aid of 
the dispersion integral, we find immediately that B- B(EF) l 2 ln~ 
when ~-+ 0, which in turn contradicts the expression for ImA (infini­
ties of different order appear on the right and on the left). 

3)The factor e(~) in the expression ImB appears also in the three­
particle term. This is connected with the fact that the spin of the hole 
is-(l/2)aT, and therefore the amplitude for the coalescence of a pair 
and a hole differs from (9) in that the spin indices are permuted. 

4) It can be shown that the equation for T 13 leads to a unitarity 
condition that takes into account only single-particle intermediate 
states. To the contrary, when account is taken of the symmetry with 
respect to permutation of the particles 2 and 4, these conditions yield 
an equation for r 13 (the general properties of the unitarity conditions 
for inelastic processes are discussed in [17 • 18 ] ). 
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Just as in the case of T 13, it can be shown that 

-r1s ~B(EJ)B(Ea)B(E5) [[R~.~,R .. ,v.,].R .. , .. .]c(£;) -} ... , (10) 
<sJ- ~> <s•- ~> 

where c(~i) at the pole is a constant, and the unwritten 
terms are obtained from the written one by antisym­
metrization with respect to the particles and poles 
present in the initial state (see III). The corresponding 
contribution to 1m F as ~ - 0 turns out to be of the 
order of ln-4 ~, i.e., it is small compared with the 
three-particle contribution. 

Let us consider further the three-particle contribu­
tion to the equation for r 13• It can be represented 
schematically in the form 

s d4p1 d4P2 d4pa T1aG (PJ)G(p2) G(p3) g(k,- P1- Pa + P2)-raa, (11) 

where T 33 is the amplitude for the scattering of three 
particles. If we integrate this formula with respect to 
Poi, then we obtain an expression having a structure 

J.lt d•- d• p(£~, 62. sa,~) (12) 
"bl 1.2 oaTJa t t •- +. T3a, 

b4- bl-"" >12 

where p is a function of the order of unity, limiting the 
region of integration with respect to ~i· The amplitude 
T 33 is the same analytic function of the variables ~i as 
T 15 , but the signs of the imaginary parts of its argu­
ments are different (an analogous connection between 
r 13 and T 22 is discussed in detail in III). Owing to this 
circumstance, T 33 differs from (10) by terms having 
the form of products of o-functions of ~i - ~k by the 
amplitudes of F and T 13, making it possible to esti­
mate the value of the expression (12) and to verify that 
in the worst case the three-particle contribution to r 13 

as ~ - 0 is of the same order as the single-particle 
contribution. Analogous estimates are obtained also in 
other cases and do not change the conclusion that the 
contribution to 1m F from the many-particle states can 
be neglected at small values of ~. 

We have thus clarified the role of the many-particle 
states at small values of ~, when the equation 
B ~ ln-1 ~ holds. According to I and III, in the single­
particle approximation, 

IB12= (.;-) 2[(Inill) 2 + :rt2 (2S+ 1)21-J' (13) 
21.., eo 4 

where € 0 is the Kondo energy and I~ I « EF. There­
fore the region of small ~ is the region where 
ln ( C::o/ I~ I) » 1. If I~ I ~ «:: 0 , then the contribution of 
the many-particle states to Im F is no longer small. 
By virtue of the weak decrease of I B I when ~ > «:: 0 , it 
remains noticeable in the entire region «:: 0 < ~ < EF. 
The contribution of the many-particle states becomes 
small again only when ~ Z EF and formula (13) no 
longer is valid and B is small (B ~b). 

It is shown in III that the three-particle contribution 
to 1mB can be represented, with logarithmic accuracy, 
in the form kF I B l 2y(~ )c::( ~ ), where y( ~) is a function 
practically constant in the region «:: 0 < ~ < EF. This 
form of the three-particle contribution leads in the 
main only to a renormalization of the Kondo energy, 
i.e., to a replacement of «:: 0 by c:: 1 > «:: 0 • Following such 
a replacement, all the asymptotic formulas for A and 
B (see III and[ 131 ) remain unchanged, and a three­
particle correction arises only in the next higher 
terms of the expansion of the amplitudes in powers of 

( ln I~ I/ C::o f 1 • This means, in particular' that the 
limiting formulas of[ 13l for the temperature depend­
ence of the physical quantities (resistance, thermal 
emf, thermal conductivity, and specific heat) are valid. 

The iteration procedure considered by us is addition­
ally justified in the case of large S( S ~ 1). Indeed, ac­
cording to (13), I B I ::s l ( 2S + l)kF t\ i.e., it is small 
at large S (this does not mean that the exchange part 
of the scattering amplitude is small; since F =A + BR, 
the second term is of the order of unity). It follows 
from the foregoing that T 13 is of the order of the 
product of the two B by the commutator of the opera­
tors R, i.e., a quantity of the order of S- 1 • Therefore 
allowance for the three-particle terms is equivalent to 
calculation of the corrections for F. At first glance, 
the corresponding terms may yield corrections of the 
order of S-2 to the principal expression. However, 
owing to the pole character of T 13 , the three-particle 
term in 1m F contains a poorly-converging integral and 
the correction turns out to be of the order of s-1 (for 
more details see III). In exactly the same manner, the 
five-particle terms lead to corrections of the order of 
s-2 , etc. It should be noted that inasmuch as the small­
ness of the many-particle terms is due mainly to the 
factors B, it can be assumed that the actual result is 
an expansion in powers of ( 2S + 1 f\ and the solution 
of the problem in the single-particle approximation 
yields the principal term of this expansion. 

3. SINGLE-PARTICLE APPROXIMATION 

As already noted in the Introduction, the solution 
based on the single-particle unitarity condition is not 
unique, and it is necessary to solve a dynamic problem 
that employs explicitly an expression for the interac­
tion energy. At the same time, in our approach it is 
very difficult to obtain an equation for F on the basis 
of the ordinary methods of summing Feynman dia­
grams, since the same diagram can yield both a single­
particle and a many-particle contribution to Im F. We 
therefore use the device of decoupling the equations 
for the Green's functions. This decoupling was carried 
out in such a way, that the obtained equations lead 
automatically to the single-particle unitarity condition. 
The corresponding decoupling method will be called 
the single-particle approximation. It was already used 
in II to prove Suhl's unitarity conditions at finite tem­
peratures. However, in view of its importance for what 
follows, we shall consider this approximation here 
anew. 

We introduce, as usual, the retarded single-electron 
Green's function 

G""!21 (x, Y)=- i\t(xo- Yo) (JIJ' I {~>a.· (x), .po;+(y)} I ill), (14) 

where M and M' are the projections of the impurity 
spin. We write this function in the energy representa­
tion in the form of a sum over the intermediate states: 

GM',M(x )= _ ~{ (M'I'i'<>•(x) In) (nl'ljl"+(y) jM) 
E"" 'Y L..J. En - E- i{j 

_ (M'''ljl"+(y) jn) (nii!J"•(x) jM)}· (15) 
En+E+io ' 

Here the intermediate states are characterized by 
definite numbers of electrons and holes in the incident 
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wave (in the scattered waves these number can be dif­
ferent). We shall take into account below only the 
single-particle states (containing one electron or one 
hole). 

Further, as shown in II, we can use plane waves to 
calculate the matrix elements contained in (15), since 
the part of the wave function describing the scattering 
decreases far from the impurity and its contribution to 
the matrix element vanishes when the volume of the 
system tends to infinity (the final result, from which 
follows the unitarity condition, confirms the correct­
ness of this statement). Therefore the intermediate 
states can be regarded as the states of the free parti­
cles at the instant of time t = - oo, and we have (com­
pare with I and II): 

(M'I1Jla•(x) jn) = (M'I1Jla•{x)akp+(t=- oo) jM1) 

=~Jdzeik•(M'j1Jla.•(x)ljlp+(z,z0 =- oo) jM1) 

iV 
= J d4zei~<•c:~M, {x,z) (- t 8:

0 
- Ho}, 

where k > kF and Ho = - V. Analogously we have 

(16) 

(njiJla•(x)jM)=~J d4 ze1~<•G,..p(x,z) (-t.!_-Ho). k<k,; 
iV 8zo 

(nj1Jl .. +(y)jM)= ~J d4ze-tk•(t!_-Ho)ct:'M(z,y), k>k,; 
iV Bzo (17) 

(M'I11•a+(y)jn)= ~J d4ze-ik•(t!._-Ho}ct:•M,(z,y), k<k,, 
iV Bzo 

where G+ is the advanced Green's function. Substitut­
ing these formulas in (15 ), we obtain 

G.-(x Y)=--1-J dkdz,dz2 {GE•(x,z1)(E'-Ho•)(E'-Ho2) 
~ •· (2rc) 3 E'-E-i6 . 

X G£+(z2, y)+ '6-(G') [ (G£,T(x, z,) (E'- Ho,f<E'- Ilo2)G'%'! (z2, y))T 
- GE•(x, z1) (E' -Hoi) (E'- llo2)GE.+(z2; Y) ]}, (18) 

where E' = k2. As shown in II, in the case of a point­
like center the Green's function is of the form 

GE(X, y) = GoE(x- y)- 4nGoE(x)FGoE(y), 

GoE=--1-eib, (19) 
4nx 

Substituting these formulas in (18) and recognizing that 
R2 = S(S +1)- R and RT2 = S(S +1) + RT, we arrive 
after simple calculations to the inequality 

co 

eik{x+uJF E = _1_J dE' { eilt'{.z.tvlF E• - c-ik'(x+v>F E•+ 
2ni 0 E' -E- i{j 

+ eik'{x-yJ[Fw+-FE' + 2ik'(FE,FE,+ + 2R~-(6') jB,-j2)]}. (20) 

Since the scattering amplitude FE is an analytic func­
tion of the energy with a cut along the positive part of 
the real axis, with F+(E) = F(E- iO), the first two 
terms in the right side of (20) are transformed into an 
integral over a contour encompassing this cut. This 
contour integral can be readily obtained and is exactly 
equal to the expression on the left side of (20). The 
remaining integral is equal to zero for all E, provided 
only that the integrand vanishes, i.e., if the following 
equation is satisfied 

F- F+= 2ik[FF+ + 2R'fr-(~) IBI 2], (21) 

which is the single-particle unitarity condition (formu-

las (4) are obtained from it immediately by substituting 
F =A+ BR)5 '. 

4. EQUATIONS OF MOTION IN SINGLE-PARTICLE 
APPROXIMATION 

In this section we employ the single-particle ap­
proximation to decouple the chain of equations for the 
Green's function. We first write out all the equations 
that will be used in the following. To save space, we 
write all the equations in the energy representation, 
and the corresponding determinations of the Green's 
function in the time representation. Thus, using (1), 
we obtain 

(E- H0)GE(x, y) = ll(x- y) + V1(x)GE(x, y) + V2(x)rE(x, y), 

r:.~M (x, y)= -ifr(x0- Yo) (M'I {Ra•p1j>p(x), ta+(y)} 1110; (22a) 
(E- /10) fE(x, y) = R6(x -- y) + [V.(x) - V2(x) ]fJ;(x, y) 

+S(S + i)l'2(x)GE(x, y)- 4nbAB{x, y), 

A:,~M (x, y)= -W(xo- Yo) (M'I {Ka•p(xo)'!'p(x), 1jla+(y)} Ill/), (22b) 

K,..,,(xo) = (R~·••· '•l'r+(O,.xo)R,,o'l'u(O, Xo) ], 

AE(x, y) (E- /10) =C{x, y) + ,\L(x, y) V, (y) + <ll>:(x, y) F2(y), 

c:~M (x, y)= (ll!'j {Ka•1,(0) .pp(x, 0), 'l'~+(y, 0)} jM), (22c) 

(J):.~M (.x, y)= -W(xo- y0) (:If' I {Ko.•p(Xo) 1j·,, (.r), \~v+(y)R, .. } Ill!). 
Before we undertake to decouple this system, we 

derive from it a number of exact relations. Taking 
into account (19) and the fact that V1,2(x) ~ O(x), we 
obtain from (22a) and (22b) 

fE(X. y) = RGoE(x- y) + ,•E(x)GoE(y). (23) 

Further, since 
,_ 8 G . ) I .. 

-..,,OX X OE\X o:=O = !IC, 

we have 

(1- ika)F= I+ byE(O), (24) 

whence follows formula (2) at b = 0. The operators 1/J 
and zp+ decrease and increase, respectively, the num­
ber of particles in the system by unity. Therefore 
A = 0 when EF =0, and from (22b), (23), and (24) we 
obtain 

y.,(x) = -4nRFGor;(x), yE(O) =--= ikRF, 

F=/(1- ikj)-1. 

In the general case we seek y in the form 

'\'E(x) = -4nRFG0~;(x) +Fwl<(x). 

Substitution of this formula in (24) yields 

F = /[1- ikf- bwE(O) ]-1, 

(25) 

(26) 

(27) 

and, by virtue of the single-particle unitarity condition 
(21), 

w, (01- w +(0)= 4tkR'6-fiBl 2 (28) 
E ' E bFP+ . 

Further, it follows from (19), (22b), and (23) that A 
can be written in the form: 

SlWe have assumed here that when E < 0 the function F has no 
poles corresponding to bound states. If such poles exist, then it is nec­
essary to add in (IS) and ( 18) the terms corresponding to them, which 
also cancel out completely as a result of the contour integration. 
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AE(x, y) = Fq"'(x)G~E(y) {29) 

and by virtue of (23) Eq. (22b) takes the form 

(E- /10) wE(z) = -4nffwe(O)Il (:x) + bqe(z) ], (30) 

where 7 =a- b(1 + R); we note that ff = a 2 - ab 
- S(S + 1)b 2 = a.a_ is a c-number; here a. are the 
Born amplitudes of scattering of an electron in states 
with total angular momentum J = S ± ?'2. Finally, 
from (22c) and (29) it follows that 

(1- ika)Fqr;(x) = c(;r)- 4n/JC!IJ:(x, y) lu=o, (31) 
C(x, y) = c(x)6(y). 

The function c(x) is expressed in exact manner in 
terms of the scattering amplitude. This is done with 
the aid of the usual commutation relations for the op­
erators 1/J and zp+, and calculations similar to those 
contained in the paper of Nagaoka [1 J. As a result we 
obtain the formula 

E, 

c(x)=_£ J dE[GoE(x)Q(E)- GoE"(x)Q+(E)], 
l'l 0 

Q(E}=! [<1+ikA)-1l· 
(32) 

We have now written out all the exact relations that 
follow from (22), and we should proceed to decouple 
this system. We shall do this in accordance with the 
scheme described in Sec. 3. Just as (M 11/J In) was 
connected with G, we shall connect (M I RI/J In) with 
r, (M I KI/J I n ) with A , etc. We therefore omit all the 
intermediate calculations and present immediately the 
final expressions. Thus, by decoupling the function r, 
we arrive at the equation 

1 s"" dE' { .,,, ( 'k' [ t ) yE(x)eihu=-. ----.- e'"YYE' x)-e-• Y YE•,x 
2m 0 E'-E-16 

eik'x _ e-ik':c. 
- RFe,+- 2ik'YE•(x)FE,+ 

X 

- 2RBe.*{}_ (elk'~: e-ik'~ + 2ik\'2E•(X))]} . (33) 

Here y 2 is defined by the equation y = y 1 + R y 2 ; the 
symbols 1 and 2 have the same meaning in all the 16 
formulas, Equation (33) can be satisfied only if the 
expression in the curly brackets is equal to ri:•(x). 
From this condition we obtain the following formulas 
for the jumps of y and w: 

·[sink:r. ( ]} + 2R{}..B ~ + Y2E z) , (34a) 

4ikRB'{}_ {sin kx [ eikx J } 
zoE(z)- wE+(x)= F+ kx -+ -;-+ W2e(.:r.) F' • {34b) 

where F =A- B(1 +R), and just as in the case when 
f and 7, we have FF = A2 - AB- S (S + 1)B2 • From 
(34b), using (27), we can obtain formula (28), which is 
equivalent, as we have seen, to the unitarity conditions 
{4). 

The decoupling of A leads only to an expression for 
the jump of q, which we shall obtain in a different 
manner, by analyzing (31). 

By carrying out the decoupling in this equation, we 
arrive at the formula 

b ""s dE' { [ eiA'v - e-ik'u 
(1-ika)FqE(x)=c(x)+-. . R 

2m 0 E'-E-1/l y 

+ 2ik'ye.+(y), FqE·(x) + 2R{}_[FqE'(x) ]2-

x[ eik'u- e-iA'u + vtE·(Y) ]}I . 
. y y=O (35) 

We shall show below that at large E the quantity q 
is a constant and F = ik-1 • Therefore as E- oo the 
integrand decreases slowly, and it is impossible to 
interchange the order of the integration and the transi­
tion to the limit as y = 0. With the aid of (34a) (more 
accurately, with the aid of an equivalent formula ob­
tained from (34a) by circuiting around the point E = 0 
or by decoupling the function r' =- i.J({I/J, zp•R})), we 
can represent formula (35) in the form 

b "" dE' 
(1- ika)FqE(x)= c(x)+- J {[y£•(y)qe·(z) 

2ni 0 E'- E- i6 

- ''E•+(y)qe,+(x)- y+(y) (qe•(x)- qe,+(x))] lu=o 

+4ik'R{}-[ (Fq,.,(x) )2- Bq>J'(x) (1 +v~·(O) )]}. (36) 
To transform this equation further, it is necessary 

to take into account the fact that q and w may have 
poles, i.e., terms of the type r(E 0 - Et1 • In this case, 
by virtue of (27), the poles of WE(O) coincide with the 
zeroes of F. It follows further from (36) and (34a) that 
the position of the poles does not depend on x (this can 
be easily verified by assuming the contrary), and 
finally the poles of q and w coincide by virtue of (30). 
We separate from q the pole part qp and take into 
account the fact that, by virtue of (26) and (27), we have 
at the pole y{y) =-fw{y) (bw{O)t1 • Then, after simple 
transformations we obtain 

b .. dE' +-d . {-v£•+(y) [qE'(z)-q£•+(z)] lv=o 
2m 0 E'-E-!6 

+4ik'R{}-[1 +v~·{O)]F'q2£•{z) }• (37) 

where tr is the non-pole part {q = qp + q). We now 
take (24) into account; as a result of simple transfor­
mations we obtain 

qE(x) IE-oo = qo(:!') .-:. c{z) I/, (38a) 
4ikRtJ..B'F 

qB(x)- q£+(x)=-p.t""-q2e(x), (38b) 

These equations are fully equivalent to (35). Together 
with (30), (34b), and (4) they are the basic equations of 
the single-particle approximation. 

5. SOLUTION OF SINGLE-PARTICLE EQUATIONS 

We first describe the method used to obtain the 
solution. Starting from (30) and (38), we calculate 
w(x) and compare its jump with (34b). As a result we 
obtain an expression relating w(O) with A, and form­
ing together with (27) a closed system of nonlinear 
integral equations for the scattering amplitude. The 
solution of this system should automatically satisfy the 
unitarity conditions (4). However, as shown in I, the 
determination of an amplitude satisfying these condi­
tions reduces to a determiJ?.ation of two functions of 
relatively simple form, in the choice of which there 
remains a definite leeway (the CDD ambiguity). 
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Thus, the solution of the equations for F should 
reduce to a determination of these functions. The 
latter can be easily done, since it turns out that it 
suffices for this purpose to have two factors: a de­
crease of w( 0) as E - ao, and the absence of other 
zeroes of B from the physical sheet, with the excep­
tion of the point E = EF. 

It thus follows from (30} that 

WE(z)=-4n{fwE(Q)6(x) + b s dyGoE(x- y)qE(Y) }· (39} 

For an analysis of this equation it is necessary to 
know the coordinate dependence of q(x). We shall seek 
q(x) in the form 

(40) 

This expression does not contradict formulas (38}, 
from which, in particular, it is possible to find the 
jump of A· Substituting (40} in (39} and taking (32} into 
account, we obtain after simple calculations 

wE(z) = -4n{[fwE(O) + b(DE + AED2E) ]GoE(z) 

- b[HE(z) + AEH2E(z)], (41a) 
B, 

. dE' 
DE=..!....J I • (QE·-QE•+), 4lb) 

n 0 E -E-16 

i E, dE' 
HE(z)=-J E' . [QE·GoE•(z)-QE·+GoE•(z)]. (41c) 

n 0 -E-16 

The function G0E has a cut from zero to infinity, 
and all the remaining functions in (41) have cuts from 
zero to EF. Consequently, the coefficient of GoE 
should be zero, and therefore 

we(z) = 4nb[Hz(z) + Az:H2E(z) ], (42a) 
b 

w8 (0)=4nb(I!E(O)+ AEHn(O)]= -,(DE +AxlJ2E)· (42b) 

We now calculate the jump (42a) and substitute it in 
(34b ), as a result of which we obtain 

~ .b 
2b-(Q+ Q2A+- Q+- Q2+A+)+Jmbt(Q++ Q2+A+)--

z z 
4ikB' R [ sin b eiA:c ] 

+4nbH2(z)(A-A+)=~ --,;;-+z-F+w2x(z)F ,(43) 

with 0 < E < EF. The last terms on the right and on 
the left are equal, as can be readily verified by cal­
culating the jump of A and using Eq. (42b}. Formula 
(43) is valid for all x, and therefore 

B•R 
Q++Q2+A+=bF+· (44a) 

Q + Q2"J..+ + Q+ + Q2+/,+ = 2ik:;:F. (44b) 

Equation (44a) contains functions that are defined on 
one (lower) edge of the cut, and consequently, by virtue 
of the uniqueness of the analytic continuation, this 
equality is valid on the entire physical sheet. There­
fore, using (32), we obtain from (44a) 

AE=fwE(O). (45) 

Further, taking (4) into account, it is easy to show 
that formula (44b) is an identity. From (45) and (42} it 
follows that 

wE(O) = -WH£(0)[1- 4nbfJ/2E(0)]-1• {46b} 

By virtue of (32), Eq. (46a} gives the connection 
between w(O) and A. Formulas {46a} and (46b} yield 
two different expressions for w( 0) and it is necessary 
to demonstrate their equivalence. To this end, we 
equate the right sides of these formulas and reduce 
them to a common denominator. The numerators of 
the expression obtained in this manner are analytic 
functions which have no singularities other than are 
cut from zero to EF, and decrease when E -ao. For 
such functions to be equal, it suffices for their jumps 
to be equal. That these jumps are indeed equal can be 
verified with the aid of rather prolonged but straight­
forward calculations, which will not be presented here. 

Further, from (41a), taking into account formulas 
(27}, (29), (4lb}, and (32), we obtain 

b!l.f.Cl- ( ) :l.+bD2E=-8 -, 47a 
a~ 

E, 
2b s dE'lmA ( ) 

bD2E = - ;:;:;;:::; E' - E - 16 ' 4 7b 
0 

where a± are the amplitudes for the scattering of the 
electron in states with total angular momentum J = S 
± }'2. 

By virtue of (4), ImA > 0, making it possible to 
clarify completely the question of the zeroes of the 
left part of {47a), i.e., the poles of w(O). Indeed, for 
real E lying outside the region 0 < E < EF, the inte­
gral in (47b) is a monotonic function of E, and is 
negative when E > EF and positive when E < EF. 
Therefore the left side of (47a) has not more than one 
real zero, and the region where the zero is located (if 
"t exists), depends on the sign of the quantity (a.a-r1 b. 
Further, it is easy to verify that at complex value of A 
the imaginary part of the integral differs from zero 
and therefore there are no complex zeroes. We note 
also that the denominator in (46b) depends on the total 
angular momentum J (f± = a 'f), and therefore only one 
of the functions W±(O) can have a pole, and conse­
quently, by virtue of (27), only one of the amplitudes 
ll!± can vanish. 

It follows immediately from the foregoing that B 
has on the physical sheet only one zero at E = EF. In 
fact, the left side of {47a) becomes infinite only at the 
point E = EF (there is no infinity at zero, since 1m A 
- k). Therefore when E ;o!EF the zero of B should 
coincide with the zero of one of the amplitudes ll!±, 
which is impossible, since B - ll!+ - a-, and the 
zeroes of a± do not coincide. We note also that WE{O) 
- E-1 as E - ao, We are now in the position to prove 
the correctness of the results of I. To this end, we 
write out all the formulas we need: 

n. =_.!._ [e2i(v,.+~~>,.l -:1.] 
.., 2ik ' 

E, 

2i<r±=~J dE' In iu+2ik'R±I2 
2ni 0 k'(E'-E-i6) lul 2 +4k'2S(S+1)' 

R+=S, R-= -S- 1, 

:1.+2ikA=Bu, 

u- u• = 2ike(s), 

(48a} 

(48b} 

(48c) 

(48d} 

(48e} 
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In these expressions the arbitrary functions are 
V± or one of these functions and the rational part of u 
(for details see I and[ 13]). Eq. (48d) determines u 
accurate to a rational function, and when ~ - 0 we 
have u"' ln ~. In (48c) the left side is bounded, and 
B has no zeroes except the point E = EF. Therefore 
the rational part of u cannot have any poles (CDD 
poles!). i.e., it is a polynomial that can be readily 
determined with the aid of (27) if account is taken of 
the fact that WE decreases as E - oo. As a result we 
obtain 

u 

E 

1 + a-tfZ..E _ _! f dE'k' + ik 
b n 0 E'-E-i6 ' (49) 

which is the expression used in I. 
Further, exp ( 2i cp ::!::) has no zeroes. Therefore, by 

virtue of (48e ), the functions exp ( 2i v::l::) should have 
zeroes that coincide with the zeroes of Z± =u + 2ikR±, 
and cannot have others. But the zeroes of Z± were 
obtained in the Appendix of I. They exist only if a±> 0, 
and lie on the negative part of the real axis ( E~01 
RS -at; we recall that on the physical sheet Im IE 
> 0). On the other hand, according to I, 

• 1 -1- ika' - ""a' R(n) (E' n) - E)-1 
exp (2tv ) = ± L + + + 

± 1 - ika± - L a±.R';;> (E';;1 - Erl (50) 

where ~ RS ~; R1Dl ~ 0 and E~Dl are real. It is 
necessary first to have all R~m equal to zero, for 
otherwise, as can be readily verified, (50) will have 
complex zeroes. Then, by suitable choice of a±, it is 
possible to make the zeroes of (50) coincide with the 
zeroes of Z±· If Z± have no zeroes, then a~ can be 
readily determined by comparing the values obtained 
from (48) and (27) for CH as E- oo. It turns out here 
that a± differ from Of± by small terms of order 
(kFa±)2 • We note also that V± can be determined also 
directly from (48e) and (49) by a method close to that 
used in the Appendix of I and in[ 13], but this will not be 
done here. 

The results can be readily generalized to the case 
of finite temperatures if the Fermi distribution func­
tion is introduced in place of all the encountered 
limitations of the region of variation of E. 

In conclusion, the author is grateful to S. L. Ginz­
burg and to G. S. Danilov for interesting discussions. 
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