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A solution of the empty space Einstein equations R J.W = 0 is studied. It is a cosmological model in 
the sense that it incorporates a metric which has closed homogeneous space-like hypersurfaces 
which expand anisotropically. It is everywhere analytic ( cw) with Lorentz +++- signature and is 
shown to be non-singular in the sense of "distant boundaries" in that every geodesic are which 
approaches the boundaries (i.e., which cannot be contained in any compact set) has infinite affine 
length. However it also incorporates the Newman, Unti and Tamburino metric (NUT metric) which 
contains closed time-like and null lines. The analytic continuation from the cosmological model to 
NUT space can be done in (at least) two inequivalent ways. The physical evolution toward NUT 
space is unstable and short wavelength perturbations (gravitons, photons, etc.) are accelerated to 
disruptive energies before the Cauchy horizon separating the cosmological and the NUT regions is 
attained. This instability is shown by the same behavior of time -like and null geodesics which shows 
that this space-time is not geodesically complete, and that no analytic continuation of it can be. This 
space-time is also considered here in connection with the topic of the prevalence and nature of singu­
larities in general cosmological solutions of the Einstein equations. 

THIS paper studies a particular solution of the empty­
space Einstein equations, discusses some ways in which 
it is singular and is non -singular, and describes all its 
geodesics. 

The metric is presented in Sec. I, its singularities 
and their relationship to broader questions about singu­
larities in general relativity and cosmology are dis­
cussed in Sec. II, with essential features concerning the 
behavior of the geodesics quoted from Sec. III where 
they are established. 

I. THE METRIC 

We wish to define ds 2 in such a way that it provides 
an analytic metric of Lorentz +++- signature every­
where on R X S3 • To begin we obtain the space R X S3 

with the desired structure as an analytic manifold1 > by 
removing the point at the origin from the space R4 of 
quadruples of real numbers ( w, x, y, z) where the idea 
of an analytic function is clear. In particular the two 
functions t and j q l-2 whose definitions follow from 

et = /q/2 = w• + :c2 + y' + z2, (1) 

are then analytic everywhere (on R x S3 ). Conse-

*Pennanent address: Department of Physics and Astronomy, Uni­
versity of Maryland, College Park, Md. 

1>Some of the questions considered in this paper are global, rather 
than local, and thus require elementary concepts from differential ge­
ometry in precise forms not detailed in the classical texts on general 
relativity. The definitions we require may be found in the first seven­
teen page of [I] or in [2]. Sections 5.1 through 5.4 of [3] are lighter 
reading, and Chapter VI of [4 ] is not difficult. 
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quently the following differential forms 2 > are also 
analytic (everywhere on R X S3 ): 

a,.= 2/q/- 2 (xdw- wdx- zdy + ydz), 
ay = 2,/ q/-•(ydw + zdx- wdy- xdz), (2) 
az = 2/q/-2 (zdw- yd.z + xdy- wdz), 
dt = 2/q/-2 (wdw + xdx + ydy + zdz). 

For any function U ( t ) analytic on - 00 < t < + 00 , and 
any positive real constant l then, the tensor field de­
fined by 

ds2 = (t2 + P.) (ax2 +cry')+ U(t) (2l) 2a? + 2(2l)a.dt, (3) 

is analytic. To show that ds 2 is a metric we must 
check its signature. Now the differential forms of 
Eq. (2) are linearly independent as one verifies for 
instance from 

Ux 1\ ay/\ az/\ dt = 2'/qj-4dw 1\ dx 1\ dy 1\ dz =I= 0. (4) 

We therefore choose them as basis vectors. in which 
case the corresponding components giJ-11 of ds 2 can be 
read from Eq. (3) as 

(
.t•+t•t•+t•: :) 

g,.., = 4l2U (t) 2l . (5) 

I 2l / 

2)We identify the differential form A= ApdxJ.l. whose coefficients are 
Ap with the covariant vector whose components with respect to the xJ.l. 
coordinate basis are AJ.l.' Thus Eqs. (2) define a tetrad of covariant vec­
tors af!l (with a 1 = ax, etc., a4 = dt) and writing A = ~ua would dis­
play the components of A with respect to this tetrad. Similarly by 
ds2 = gp11dxJ.l.dxll we identify the quadratic form ds2 with the tensor 
whose coordinate components are gJ.l.ll· later we will make use of con­
travariant vectors and identify them with corresponding differential 
operators v = v11(o/oxJ.l.). See [1], [2], [ 3], or [4]. 
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From this matrix it is clear that g = det gf.J.v is nega­
tive and that the signature is +++ -. One has, in fact, 

(-g)''• = 2Z(t2 + z•). (6) 
when l > 0, which we shall always require. Therefore 
ds 2 is an analytic metric on R x S3 • With the choice 

U(t)=-i+2(mt+Z2) (t-t1)(t2 -t) 
t• + z• t• + 12 

where 

(7) 

11 = m- (m• + 12)'1•, t2 = m + (m• + [2)'1•, (8) 

this metric satisfies Rf.J.v = 0. 
Although it is clear from the foregoing paragraph 

that the components of ds 2 in the wxyz coordinate 
system are analytic functions and form a matrix of the 
desired signature, it is not clear that any benefit 
would derive from writing them out explicitly. Many 
computations are possible using only the formula 
d<rz = <rx A <ry (and its cyclic permutations) for the ex­
terior derivatives of the <ra. When a coordinate basis 
is desirable for other computations, it is usually better 
to sacrifice manifest analyticity 3> and use the coordi­
nates bjlhp defined by 

w =.e112cos~cos 1jl + «p x = e1i2 sin!.sin 1jl- cp 
2 2 ' 2 2 ' 

Y =et/asin~cos IJl-cp z=e1i2 cos~sin IJl+cp (9) 
2 2 ' 2 2 . 

One then finds for ds 2 the expansion4 > 
ds2 = (t2 + 12) (d(J2 + sin2 9dcp2) 

+ U(t) (2l) 2 (d'¢ +cos 9d«p) 2 - 2(21) (dcp +cos 9dcp)dt (10) 
in which the metric components are rather simple. The 
angles lf!()cp introduced through Eqs. (9) are the classi­
cal Euler angle coordinates [7 l on the rotation group 
S0(3), but since we are considering the simply con­
nected covering space S3 instead of S0(3), we allow 
1j! to have a fundamental range of 0 ::; 1f! < 47T while () 
and cp have their usual ranges of 0 ::; () < 7T and 
0 :$ cp < 27T. 

From Eq. (3) or (10) it is easy to see the signature 
of the metric induced on any t = const hypersurface. 
For each t in the range 

It < t < t2, (11) 
where U ( t) < 0 the hypersurface is space-like. The 
two hypersurfaces where U ( t) = 0 are null, and for 
all other values of t the hypersurfaces are time-like. 
By Eq. (1) the condition t = const defines a closed 
three-sphere S3 in each case, so it is not hard to find 
closed time -like curves when U ( t) < 0. Each curve 
on which t, 8, and cp are constant while 1f! varies from 
0 to 47T is closed, and is time-like when U ( t) < 0. 
That this is an analytic curve can be seen by expres­
sing the transformation (9) in quaternion [7 ] form: 

q = w + iz + jy + kz = eti2eJ<~12ei6J2ek>li/2. (12) 
For any given constant quaternion p with I p I = 1 

the transformation Lp: q- Lpq = pq of R X S3 into 
itself leaves each of the forms (2) and the metric (3) 
invariant [61 , and these transformations form a simply 
transitive group of motions on each t = const hyper­
surface. The transformation q- qe-ka/2, where a 
is a real constant, is a further isometry. These addi-

3lFor some exercises on recognising differentiability when it is not 
manifest, see the article "Taub-NUT Space as a Counterexample to Al­
most Anything" by C. W. Misner in [5]. 

4lThis computation is simplified by the use of quaternion notation 
for the forms of Eq. {2) as in Eqs. (52) of [6] and Eq. (12) below. 

tional isometries form a one-parameter subgroup of 
the group of right translation Rp: q- qp-1 , consisting 
of those where p has the form p ( a) = eka/2. This 
restriction on the p for which Rp is an isometry con­
trasts with the more highly symmetric Robertson­
Walker metrics of positive curvature where all the 
Rp, as well as all Lp, are isometries. It wa:B"a re­
quirement of homogeneous space-like hypersurfaces 
that originally led Taub (a] to a metric locally equiva­
lent to Eq. (10), but in a form valid only for the region 
U ( t) > 0 where the hyper surfaces are in fact space­
like. This space has been discussed as a cosmological 
model first by Heckmann and Schucking, [9 1 and then by 
Behr yo] by Brill, [11 ' 121 and by Wheeler [131. It has 
closed space -like sections topologically identical to 
those of the positive curvature Robertson-Walker or 
Friedmann models, but the expansion rate is not the 
same in all directions, and it satisfies the Einstein 
equations with neglect of the matter density, Joseph[14 l 
in 1957 has already pointed out that the curvature tensor 
remained regular at the limits [corresponding to (11)] 
of the coordinate systems then available. Lifshitz and 
Khalatnikov [151 also studied the nature of the metric 
at these limits (example 4 in their Appendix H) and 
found the singularity there to be fictitious. A metric 
form valid in the regions where U ( t) < 0 was ob­
tained for quite unrelated reasons by Newman Unti 

~~ ' ' and Tamburino (NUT) in 1963, in a form which re-
duced to the Schwarzschild metric in the limit z- 0. 
Misner [6 l recognized that the NUT metric contained 
arbitrary removable singularities unless one let the 
t = const hypersurfaces be closed, and Brill [6 J sug­
gested its relationship to the Taub cosmology, after 
which the present authors 5> obtained the forms pre­
sented above which show the U(t) < 0, NUT-space, 
regions joined analytically to the U ( t) > 0 Taub 
cosmology. A generalization in which space -time is 
not empty, but contains an electromagnetic field has 
been given by Brill. (u] In that case Eq. (7) is to be 
replaced by 

UB(t) = -1+2(mt + 12 - 1MD•) (t• + 12)-1. (13) 
A similar generalization, maintaining the same high 
symmetry, to include a neutrino field is not pos si-
ble. [171 

II: SINGULARITIES 
For metrics with the Lorentz signature it is not 

clear how one should define the words "singular" and 
"non-singular." A discussion of the difficulties is 
given in the introduction of (sJ_ It may be that different 
definitions will be appropriate for different purposes, 
or that some definition will eventually appear to be 
overwhelmingly most suitable for physically interest­
ing situations. At present we are content to consider 
several alternate viewpoints. 

As a preliminary to this discussion let us define: 
A space-time U is a pair ru = (U, ds 2 ) where U is a 
connected differentiable 4-manifold and ds 2 is a 
metric tensor field of Lorentz ( +++ -) signature de­
fined and differentiable everywhere on U. In this defi­
nition and throughout the paper we take differentiable 

00 
to mean C for simplicity; we frequently also con-
sider the analytic cw case. The symbol M were-

5lSee a note-added in proof to [6 ] for the coordinate transformation 
relating Eq. (10) above to previously used coordinate systems. 
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serve for the specific space -time M = ( R x S3 , ds 2 ) 

where ds 2 is the metric field on R X S3 defined by 
Eqs. (2) and (3). To avoid misunderstanding we em­
phasize Eq. (10) defines the same metric ds 2 by dis­
playing its components with respect to another of the 
many local coordinate systems compatible with the 
differentiable structure11 of R X S3 • On the other hand, 
by interchanging ay and az wherever they cppear in 
Eq. (3) one would define a different metric ds2 (i.e., 
giJ.v I giJ.V• where the components of both metics are 
referred to the same coordinate system), and we 
maintain the mathematical distinction M I M 
= ( R x S3 , ds2 ). Of course M and M <i!Je physically 
equivalent since the mapping J1.: M- M defined by 
(w, x, y, z)- (w, -x, z, y) is an isometry of M onto 
M, that is JJ.*ds 2 = ds 2 • In fact for any global diffeo­
morphism J1. of R X S3 onto itself, the map J1.: R X S3 

- M defines a new space-time MJJ. = (R X S3 , ~ds2 ) 
which is geometrically and physically equivalent to 
MJJ.. But M = MJJ. is satisfied only by the 4-parameter 
family of maps J1. which define the symmetry of M. 

A. Geometrically Non-singular Space-time 
Since the metric of Eq. (3) is analytic everywhere 

as presented, the most obvious place to look for singu­
larities is at t = ± "". A computation of the Riemann 
tensor (see [6 l, Appendix A), however, shows that all 
its components in the orthonormal frame used in Eq. 
(28) below vanish as C 3 for It I - "", so we have no 
basis for asserting that there is a singularity at It I 
=' ""· The example ds 2 = ( 1 + e r 2 di;2 from one dimen­
sion reminds us, however, that although nothing un­
usual is happening at the bounaries ?; = + "", there 
could still be a lot of space left unexplored beyond 
them. This is shown by the alternate form ds 2 = de 
obtained with ?; = tan ~' for then the previous bounda­
ries became I ~I = 7T /2. We must therefore ask whether 
our space -time M (consisting of the manifold R x S3 

with the metric of Eq. (3) assigned) could be a part of 
some larger (and possibly singular) space-time M•. 
A negative answer is provided by the proposition that 
M is maximal. 

The statement of this proposition presumes the 
definition: A space-time U is maximal if and only if 
there exists no space -time U • with the property that 
U can be identified with a proper open metric sub­
manifold of U •. The proof of the proposition follows: 
suppose M were not maximal, then we could assume 
M c M• and the boundary of M in M+ would not be 
empty. Consider then, for a boundary point p EM+ 
- M, an arbitrarily small neighborhood defined by 
6( zJ1.)2 < E where ZJJ. are a Riemann normal coordi­
nate system (cf. Sec. 6.3 of [Il) at p. Then this 
neighborhood of p contains some point ziJ. = aiJ. of M 
(else p could not be a boundary point), and ZJJ. (A) 
= ( 1 - A) aiJ. for 0 ::5: A ::5: 1 is a geodesic in M+ from 
this point in M to p. Since p is not in M there exists 
a geodesic in M (a part of this one) which approaches 
the boundary of M while its affine parameter remains 
bounded. The preceding sentence is a statement re­
ferring only to M and we must therefore be able to 
find the geodesic it refers to by studying all the 
geodesics of M. This study is carried out in Sec. III, 
where we find to the contrary that for every geodesic 

arc on which the affine parameter A is bounded, so is 
the coordinate t. Alternatively, we find that one can 
only have a geodesic on which I t I - oo by allowing 
I A I - 00 • Thus M is regular at every point, and is not 
part of any larger space-time in which we could 
search further for singularities so we assert that M 
is geometrically non -singular. 

The above arguments can be stated more generally 
by defining: A space-time U has distant boundaries 
if every finite geodesic arc (given for some finite 
interval a < A < b of its affine parameter A) can be 
contained in a compact subset of U. Then by the argu­
ments just given it follows that a space -time with dis­
tant boundaries is always maximal. The converse is not 
true, as is shown by the Friedmann universes, or the 
Kruskal extension [Is] of the Schwarschild solution. 
These space-times are maximal, but they contain 
geodesic arcs with A bounded on which some curvature 
scalars are unbounded. But the curvature scalars 
(i.e., scalar polynomials in the curvature tensor and 
its covariant derivatives) are differentiable functions, 
and must therefore remain bounded on every compact 
set. Consequently, the finite geodesic arcs on which 
the curvature is unbounded cannot be contained in any 
compact set, so that maximal space -times do not have 
distant boundaries. 

It seems geometrically reasonable to accept a 
space-time with distant boundaries as being non­
singular, because this definition has several desirable 
properties: r6 J (a) if p is some point of a space -time 
U, then U - {p} does not have distant boundaries, 
(b) if any curvature scalar can approach infinity along 
any finite geodesic arc, then the space-time does not 
have distant boundaries, (c) A compact space-time has 
distant boundaries, (d) a geodesically complete space­
time has distant boundaries. 

B. Geodesically Incomplete Space-time 

The requirement (geodesic completeness) that all 
geodesics can be continued to infinite positive and 
negative values of the affine path parameter is stronger 
than the requirement of distant boundaries since there 
are rsJ closed (compact) analytic space-times which 
are not geodesically complete. From a mathematical­
geometrical point of view this may suggest that com­
pleteness is too strong a specification of non-singular 
behavior. For the analyst studying hyperbolic differ en­
tial equations, or for a physicist, however, it will ap­
pear that "distant boundaries" is too weak a require­
ment, as it is compatible with pathological behaviors 
such as those we shall see in our space-time M. 

In Fig. 1 we have sketched the light cones in M. The 
sketch is based on the fact, easily verified from Eq. 
(10), that the vectors k and l defined by21 

{) 

k=Tt· (14) 

are null vectors. Since they lie in surfaces of constant 
() and cp, they can be drawn on a two dimensional dia­
gram as in Fig. 1 to describe the (projected) edges of 
the null cone at any point. In wxyz coordinates one has 

Ot ='/.(wow -j- xox + yoy + zo,), 
O.p = 1f2 ( -zow + y{)x- xoy + wo,), (15) 
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FIG. I. The future null cones are shown 
projected onto a tl/1 surface. One sees how 
the t = const. hypersurfaces change contin­
ously from time-like at t = ±oo to space-like 
at t = 0 with null hypersurfaces intervening 
at t = t 1 and t = t2 • 

where aw = a /aw, etc. These formulae show that at 
and al/! are linearly independent analytic vector fields 
everywhere on R x S3 , so the same is true of k and l; 
also 

v = 'l2 (k +I) (16) 

is an analytic time-like unit vector: 

k2 = 0 = J2, k·l = -2, v2 = -1. (17) 

At any point the null cone which contains v, k, and l 
will be called the forward or future null cone; we thus 
define a time orientation on M. We will always assume 
that any time-like or null geodesic on M is parameter­
ized so that its tangent vector lies in the forward light 
cone. Now one might expect that the two forward null 
vectors k and l whose directions are uniquely selected 
by the symmetry of this space-time, would be parallel 
to families of null geodesics. In Sec. III we verify this. 
However only k satisfies the geodesic equation k (·t,kv 
= 0, while l requires a renormalization. We find 'that 
q = u-1l does satisfy the geodesic equation q~vqv = 0. 
But from ' 

q =at+ (ZU)-•a., (18) 

and the fact that at and al/! are non-vanishing analytic 
vector fields, we see that q is singular when U ( t) = 0. 
From either Eq. (18) or Fig. 1 it follows that a geodesic 
tangent to q on the t = 0 hypersurface (and hence 
everywhere) cannot leave the region where U ( t) > 0, 
and from Eq. (18) these geodesic equations may be 
written 

at I d'A. = 1, d¢ I d'A. = 1 I lU. (19) 

It is then clear that the geodesic can be extended for a 
range of values of A exactly equal to its range in t, 
namely A max - Amin = 2 ( m 2 + l 2 ) 112 which is finite, 
so M is not geodesically complete. At the ends of this 
range one sees that zp becomes logarithmically infinite. 
Thus this geodesic circles around the space infinitely 
many times as it approaches the horizons [19• 20 • 21 1 
where U ( t) = 0, and does this while A remains 
bounded. 

Many other time-like, null, and space-like geodesics 
will be found to behave in this way in Sec. III; the null 
case was presented here for simplicity. But not all 
geodesics have this wild behavior near U ( t ) = 0, as is 
shown by the example of the null geodesics tangent to 
k whose paths are given by t = A, zp = const, e = const, 
cp = const, and -co< A<+ co. 

C. Non-unique Analytic Continuation 

It is not reasonable to demand analyticity (in real 
configuration space) in solutions of the hyperbolic 
partial differential equations of physics, because then 

a function would be determined uniquely at any point 
not only by Cauchy data in the past light cone of this 
point, but equally well by analytic Cauchy data in a 
region space-like from the point in question. We have 
nevertheless emphasized the analyticity of the space­
time under study here, because this is the only way we 
have of asserting a relationship between the regions 
where U(t) > 0 and those where U(t) < 0. The 
uniqueness theorem [221 for solutions of the Einstein 
equations shows that the entire region where U ( t) > 0 
is determined uniquely by the induced metric and the 
second fundamental form of, say, the hypersurface 
t = 0. But since the hypersurfaces where U ( t) = 0 are 
null, the metric beyond them is not uniquely related to 
the t = 0 initial data. We are about to see that even 
analyticity, which introduces non-causal relationships, 
does not succeed in determining the continuation from 
U(t) > 0 to U(t) < 0. 

Consider a second copy of R x S3 on which the 
fundamental analytic coordinates corresponding to 
wxyz will be distinguished by primes. We make this 
analytic manifold into a space-time M' by defining on 
it a metric 

(ds2)' = (t12 + l2) (crx'2 + cr/2) + U(t') (2l) 2crz'2 (20) 
-2 (21) cr.' dt', 

where the differential forms CJ~ and dt' are defined 
by primed copies of Eqs. (2). Apart from the primes, 
the only difference between Eqs. (20) and (3) is a sign 
in the last term. In the region U ( t) > 0 we can relate 
these two space-times by the isometry described in 
quaternions (c.f. Eq. 12) by 

t 

q' = q exp{- k ~ (2lU)-'dt} 
0 

(21) 

or in Euler angle coordinates by 6 l 

t 

t' = t, ql = lJl, 8' = 8, 'l'f!' = 'l'f! -z-1 ~ u-•(t)dt. (22) 

From Eq. (21) it is evident that this mapping is analytic 
in the region where U ( t) > 0, and from Eqs. (22) and 
(10) one easily verifies that it is an isometry. Now 
apply the differential operators at and al/! to Eqs. (22) 
to compute azp = a /alf!' and at = (a /at' ) 
- ( lU r 1 (a /B.p' ) , so the vector fields on M' identified 
under this isometry with k and q on M are 

a 1 a a 
k =at'- lU 0'¢' • q =at'. (23) 

Thus on M' it is q which is analytic, and k which has 
a singularity where U ( t') = 0. The null geodesics 
tangent to q which could not be extended beyond a 
parameter interval of 2 ( m 2 + l 2 )J/ 2 in M can now be 
defined on M' for all values of A and extend into the 
region of M' where U ( t') < 0. But the geodesics 
tangent to k, which were well behaved in M now show 
the infinite spiraling at finite parameter values as they 
approach the U ( t') = 0 horizons in M'. Thus, al­
though the parts of M and M' defined by U ( t ( > 0) 

6>Note that Eq. (22) gives a coordinate description of a mapping be­
tween two different space-times M and M' and is not a coordinate trans­
formation. These t</101/1 are coordinates on M but t'</1'0'1/1' are coordinates 
on M'. We do not find it helpful to avail ourselves of the possibility of 
also using Eq. (22) to define sets of coordinates t'¢'0'1/1' on parts of M. 
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are identical, this identification does not extend to the 
full analytic space-times M and M'. 

Most geodesics behave either like the null geodesics 
tangent to k, or else like those tangent to q, when they 
cross one of the horizons for the first time, in that 
they can be continued somewhat farther in one or the 
other of the space-times M, M'. Some geodesics, 
however, can be continued in neither. Consider the 
vector field 

n = U'f,(k + q) /2, (24) 

which is a time-like vector, n · n = -1. From 

[ i) ii)l [i) 11)] 
n = U'h 7it + 2ZU- o,p _ = U'!. fff - 2ZU olj>' (25) 

one can verify that n is normal to the hypersurfaces 
t = const. In fact, n is geodesic with nl-!-vnv = 0. It is 
also clear from Eqs. (25) that these geodesics require 
only a finite proper time to go from one to the other of 
the two null hypersurfaces U( t) = 0, but cannot be 
continued across them in either of the two space -times 
M nor M'. 

We are not aware of any proof that no other analytic 
maximal continuation of the U ( t) > 0 region exists, 
in addition to M and M' . 

D. Stability 

Stability is a particularly important property for a 
eosmological model for such a model usually involves 
various idealizations which may be only approximately 
satisfied. Thus an empty cosmological model in order 
to be acceptable must approximate one in which the 
stress -energy tensor is not precisely zero but merely 
negligibly small if for no other reason but to allow for 
some observers in the universe. In order to show that 
a given model is stable one must show that all per­
turbations of the metric tensor created by small 
changes in the initial defining data of the model remain 
small. If one can show that a single initial perturbation 
does not remain small one can prove the instability of 
a given model. 

In the following we shall show that the space-time 
M is unstable by embedding it into a family of non­
empty space-times M (e) each of which has all the 
symmetry properties of M and show that for some of 
these space -times small initial defining data does not 
remain small. This family is defined as follows: Under 
the transformation of coordinates 

t 

t = t, i= '~'· e-= e, ;p ='I> -(21)-1 5 U-1 (t)dt 
0 

the line element given by equation (10) becomes 

ds2 = -U-ldt2 + (2l)2U(d,P +cos tld<jJ) 2 + W(d82 + sin2 8drp2), (26) 

with w = e + l 2 and u ( t) given by equation (7) 
The family of space-times M (e) is defined by 

specifying that each member be associated with the 
same 4-dimensional connected manifold as M and have 
the metric tensor defined by equation (26) with U and 
W functions of t which are to be determined from the 
field equations for non-empty space-time. It is evident 
that each of the space-times in this family admits the 
same four Killing vectors as does the space-time M. 

It may be verified that the Einstein tensor 
R 

G~v=R~v-?![~v 

is given by 

1 [ .. , 1 W' , u ) c,, =- 2 w mv + 2 Uw + 2- 21 W , 

1 [ ··- 1 2 u 1 w ' ] G11 =w mv+z-UW-21 w-4"UW,1 , 

1 [ .. .. . . u 1 ~V'] (27) 
G,,= 2 w WU+UW+UW+I'w--z-UW · 

where we have used the notation f = df/dt, and the 
indices on Gf.J.v refer not to the coordinates but to the 
orthonormal bases wf.J. defined by 

w0 = U-'f,dt, w 1 = 2/U'i•(d¢ +cos 8d<jJ), (28) 
,:u2 = W'/,de, w 3 = W' 1• sin 8d'J'. 

That is, in this basis, the Einstein tensor is diagonal 
and satisfies the condition G22 = G33. Further, its com­
ponents relative to the tetrad wf.J. are functions only of 
the variable t. These facts are consequences of the 
symmetry requirement imposed on the space -times 
M(e ). 

The Einstein equations are 

since we use units in which G = c = 1. Hence Tf.J.v must 
have the same properties as Gf.J.v· Thus if it is the 
stress -energy tensor of a perfect fluid, the energy 
density w and pressure p of this fluid must each be 
functions of t alone. Hence there will exist an equation 
of state for the fluid, an equation of the form 

p=p(w). 

will hold. As is well known it then follows from the 
conservation equations 

T\',' =0 

and the form of the stress -energy tensor 

r~v = (w + p)u~uv + pg~v 
that 

(cruv);v = 0, 

where a(p) (or a(w)) is such that 

da I dw = cr I (w + p). 

(29) 

Thus there is a property of the fluid represented by the 
function a which is conserved during the motion and 
the evolution of the space-time. In case p = 0, the 
material present is dust and one has a = w = p the 
matter density. 

An equation of the form of equation (29) must often 
be required in addition to the conservation equations 
Ti!~ = 0 in order to obtain a complete description of a 
m'odel. For example when the stress-energy tensor 
describes a fluid with heat conductivity or viscosity, 
an equation of state of the form w = w ( p) need not 
exist. However in such a model one requires that 
matter be conserved in which case one must have 

(pu~),~ = 0, 

and 
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w= p(c2+e}, 

with E the specific internal energy of the matter. 
The equations for GIJ.11 enable us to conclude that if 

the stress-energy tensor in a space-time of the family 
M (e) is that of a perfect fluid then the four -velocity 
of that fluid u is given by 

In case M (e) = M ( U ( t) is given by equation (7)) we 
have 

u=n. 

Further, the equation of motion which may be written as 

(w + p)u,~u11 =- P,a(g"~ + u"u~), 
reduce to 

u~oua = 0, 

since p = p ( t ). 
Whenever an equation of the form of equation (29) 

holds there is a conserved integral 

m= ~ crut(-g)'l•d3x=cr(t)u1(2l)W(4:n:)2=const. (30) 

which we have evaluated on a t = constant hypersurface 
using the metric of equation (26) for which ( - g )112 
= W( 2l) sin (J. This equation gives the behavior of the 
scalar function a 

cr(t)= m/U''•(t)W(t) (21) (4n) 2• 

Therefore, even arbitrarily small initial values a ( 0), 
corresponding to arbitrarily small values of the con­
stant M will lead to large values of a as t - t2 if 
U(h) = 0. 

By choosing M small enough we may make the 
components of TIJ.11 small compared to the components 
of the curvature tensor of the space-time M. In that 
case, the space -time M is one approximating M (e) 
and u ( t) is given by equation (7) and w = e + l 2 • It 
may be verified that these functions satisfy the equa­
tions GIW = 0 where GIW is given as above. For this 
U ( t) we have U ( t2) = 0 and hence the space-time M 
is not stable for the following reason. If one perturbs 
M by introducing a small amount of a perfect fluid (or 
any other material for which a conserved integral 
exists), in such a way that the symmetry of M is pre­
served, and thus creates a space-time M (e), then at 
a finite time t less than or equal t = t 2 the space -time 
M will no longer be a reasonable approximation to the 
space-time M (e). 

In addition arguments based on Raychaudhuri's 
equation [9 ' 23 ' 241 and the computations of Behr [1°' 251 
show that for the space -times M (e) which contain only 
dust, an infinity in p, the density of the dust, must 
occur within a finite time. 

The instability of the space -time M against per­
turbations due to the introduction of a small amount of 
matter represented by a stress energy tensor of a 
perfect fluid with an equation of state is traceable to 
the following facts: A vector conservation law holds, 
that is a conserved integral exists in which the time 
component of the vector field occurs. The world-lines 
of the matter in M (e) may be approximated by the 
time-like geodesics in M with tangent vectors n. That 

is, n is a proper vector of the perturbing stress­
energy tensor TIJ.11 • These geodesics approach tangency 
to the null-hypersurface t = t2. 

It will be shown in the next section, section liE, that 
the Einstein field equations imply that any space -time 
M (e) with the same symmetry properties as M, the 
vector field normal to the closed three-spaces left 
invariant by the symmetries of M ( e) is a proper 
vector of any stress-energy that may exist. This re­
sult depends on the assumption that the spaces M (e) 
admit a four parameter group of motions, the three 
parameter group generated by Lp to which the trans­
formation q- qe-ka/2 is adjoined (cf. section I). If 
the space-time M (e) is only required to admit the 
three parameter group of symmetries described by the 
transformation Lp, this result need not hold. It may 
then be possible to find perturbations due to the intro­
duction of a perfect fluid with an equation of state 
against which the space -time M is stable. 

Another type of perturbation of M which develops 
unstably in such a way as to destroy M as a plausible 
approximation to the physical situation in the neighbor­
hood of the t1 and t2 hypersurfaces is the following 
one: Imagine that, at t = 0, M was filled with thermal 
electromagnetic radiation at some low temperature, or 
with any other distribution of photons which included 
both some photons following rays tangent to k, and 
others following rays tangent to q. The contribution of 
these two groups of photons to the stress -energy tensor 
is 

T•• = P•k•k• + pqq"q", (31) 

and the intensity in each group is governed by the 
equations [25 ' 271 

(p.k•),. = 0 = (pqq"h. (32) 

from which follow equations isomorphic to ( 30). Thus, 
since kt = 1 = qt, one has 

P• (t) = Nk[2l(t' + 12) (4n) 2]-1 (33) 

and similarly for Pq ( t ). Here Nk and Nq are con­
stants proportional to the (conserved) number of pho­
tons in each group. It is a consequence of the result 
proved in section liE, i.e., n!J.TI7 = An 11 that Pk = Pq 
= p( t) so Nk = Nq = N. Although p ( t) is analytic, 
TiJ.11 is not, because q!J. is singular (in M). If we try 
M' instead, then TiJ.11 has a singularity from kiJ., while 
qiJ. remains regular. In either case TiJ.11 becomes 
large and, through Einstein's equations, will require 
significant modifications in the metric before t1 or t 2 

can be reached. To see that no other extension of the 
initial metric ( t near 0) can keep TiJ.11 small we note 
that the scalar 

T••T, .. = 2p 2 (k·q) 2 = Sp'U-' 

becomes arbitrarily large as t - t2. 
Another way of seeing the physically singular nature 

of M near t1 and t 2 requires us to consider only two 
photons, again tangent respectively to k and q, start­
ing out from the same point at t = 0. Then k stays at 
a fixed value of 1/J = 1/Jo, while for the q photon 1/J in­
creases, and every time 1/J increases by 41T the two 
are once again at the same point. The center of mo-
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mentum energy W for the collisions of these two 
photons is given by 

W2 = -(k+ q) 2 = 4U-1 (t), 

so as t - b the energy goes up without limit. 
If one wished to make a mathematical analysis of the 

stability of M as a solution of RJ.J.v = 0, thereby ex­
cluding the physical viewpoint we have taken which re­
gards the introduction of various kinds of fields and 
matter as being among the admissible perturbations in 
the stability analysis, the previous arguments would 
apply none-the-less. For as Wheeler I 281 has often il­
lustrated, gravitational fields can quite effectively 
pretend to be matter. Isaacson's [291 analysis of the 
geometrical optics limit of gravitational radiation, 
following Brill and Hartle [3oJ, shows that short wave­
length perturbations to a gravitational field such as M 
propagate exactly as photons do, and influence the 
overall metric (averaging out the short wavelengths) 
through an effective stress tensor like that for photons, 
so that Eqs. (31) and (32), as well as the geodesic equa­
tions for k and q, can equally well be interpreted as 
applying to "gravitons", i.e. to small perturbations in 
gJ.J.ll whose wavelengths are extremely small compared 
to l (which is a characteristic radius of curvature of 
the space-time M). 

E. Machian Limitations 

It is evident from equation (30) that if a perfect­
fluid with an equation of state could be introduced into 
M with a sufficiently small initial value of a, and with 
a velocity with components uJ.J. such that ut ( t) is 
finite for all t, then a would remain small for any re­
quired finite time, in particular for a time long enough 
to encompass the horizons at t1 and t2. As was re­
marked earlier and as will be proved in this section, 
the Einstein field equations imply that u = n, for rea­
sons which can perhaps best be interpreted as some 
aspects of Mach's principle as it is incorporated in 
general relativity. This principle's objection to a 
velocity field u I n as the 4 -velocity of the average or 
dominant matter in the universe is that it implies a 
non-zero relative velocity between the large scale mo­
tions of matter and the average motion of space-time 
itself, while the Mach idea wants the basic properties 
of the space -time to result from and be tied to the 
existence and motion of the bulk of the matter in the 
universe. Because of the vagueness and flexibility of 
Mach's principle, the arguments of the previous sen­
tence are nearly pointless unless, as here, they serve 
primarily to dress up a computation. In the computa­
tion the vector n normal to the t = canst hypersurface 
(which are defined by the symmetries of M) plays the 
role of the "4 -velocity of space." The differential form 
on the initial hypersurface 

(34) 

which gives the Poynting vector, or momentum density, 
seen by an observer with 4-velocity n, is then a mea­
sure of the relative velocity of the matter and the 
space. In particular if TJ.J.ll corresponds to a perfect 
fluid with 4-velocity n, then s = 0. On any hypersur­
face t = to, the Einstein equations involving nJ.J.TJ.J.ll 
read [31,32] 

(35) 

where 7Tij are components of a symmetric tensor 
density in the hypersurface, simply related to its 
second fundamental form, 3g is the determinant of the 
induced metric ( ds 2 )dt=O in this hypersurface, and all 
index raising, covariant differentiation, etc. is done 
with this metric. (The definition [321 of 7Tij in terms of 
the metric and its first time derivatives will be irrele­
vant to us.) If ~i is any Killing vector in this surface 
then we deduce from Eq. (35) that 

) si'f,i ("g) '!.d"x = 2 ~ SiitliJ dJlx = - ~ (SiU + s;1i) niid3x = 0. (36) 

where the last two steps assumed that the t =canst 
hypersurface was closed (no boundary integral when 
integrating by parts) and used the Killing equation 
~ilj + ~jli = 0. Thus the first integral in Eq. (36) de­
fines some average momentum on the hypersurface 
t = t0, which must vanish. Therefore, Si = ~i. ~i "I 0, 
in particular, is prohibited since this choice for Si 
makes the average positive definite. Now if the Cauchy 
data are to have the same symmetry as M i.e. the 
same four Killing vectors (eqs. (43) below), apart from 
a choice of a preferred direction ( +ajalf! vs. -aja1f;}, 
then si must point in the distinguished invariant direc­
tion, and si(a;axi) = a(ajalf!), where a may depend 
on to but must be constant on the hypersurface t =to. 
But ~ = ( a;a If!) is a Killing vector in the initial hyper­
surface, so Eq. (36) gives a = 0 resulting in s = 0. 
Thus the only symmetry preserving perturbations 
which may be admitted are those which have zero net 
momentum for an observer with 4-velocity n. As was 
pointed out earlier it is, for instance, not consistent to 
set Pq = 0 in Eq. (31) and obtain a non-singular photon 
population throughout M. One is required by the 
Einstein equations to choose Pk = Pq in Eq. (31), with 
the consequence that the U ( t) = 0 neighborhoods are 
significantly modified by the perturbation and with the 
suggestion that an infinite energy-density type singu­
larity will be produced instead of the acausal peculiari­
ties (closed null curves) shown in M. 

F. Properties of M 

The space-time M can be used as an illustration in 
connection with the general discussion about the role 
and prevalence of singularities in relativistic cosmo­
logical models. The arguments of Lifshitz and Khalat­
nikov [151 on this topic were based on local calculations 
concerning the behavior of the metric components in 
single coordinate patches, and their conclusion that a 
metric equivalent to M in the U ( t) > 0 region could 
be extended in a non -singular way across t1 and t. has 
been fully borne out by the metric presented in Section 
I here. Not only does this metric show no local behav­
ior which could be called a singularity, but there is a 
globally meaningful sense, described in II A. above, in 
which it is nonsingular. At the same time, there can 
be other definitions of what, in a global sense, one 
means by non-singular, such as geodesic completeness. 
That definition figures in the theorems of Penrose [33•341 
and Hawking [19 ' 20 ' 351 which show that in many circum­
stances the existence of a singularity in a solution of 
the Einstein equations is inevitable as a consequence 
certain properties which can be identified in the Cauchy 
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data specifying the solution. Thus the behavior of M 
is consistent with all these theorems since M is neither 
complete, nor does it show the desirable causal proper­
ties which Penrose and Hawking sometimes demand. 

The peculiar things which can happen near the 
horizons t1 and t 2 in M have surprised every physicist 
we know who has studied them. The behavior of normal 
congruences of geodesics, from which synchronous 
coordinate systems are constructed, may be added to 
the list of peculiarities. The vector field n of Eq. ~25) 
defines a geodesic congruence normal to the hyper­
surfaces of constant t. Starting from t = 0 one expects 
these geodesics to intersect each other within a finite 
time; they do not. None of them can be continued until 
it intersects the surface t = t 2 • One could nevertheless 
define a caustic hypersurface, not as the locus of the 
intersection, but as the envelope of the geodesic con­
gruences; this is then t = t 2 • As the time -like geodesics 
approach this caustic they also approach tangency to it. 
Nevertheless the caustic is not a time-like hypersur­
face, it is a null hypersurface. 

We should also consider not just the space-time M 
but also perturbations from it, in connection with the 
general singularity discussions. Hawking's Theorem 1 
in [201 shows, if we take for an initial hypersurface in 
M any t = const surface where U ( t) > 0 and where 

n,~ = (t2 + 12)-11Jt[(t2 + 12) U'f,J (37) 

does not vanish [e.g. t = 0 when m f 0 cf. Eq. (7)], and 
if we then make any perturbation of the independent 
Cauchy data on this initial hypersurface, subject only 
to the restriction that the perturbation be small enough 
that n~fJ. remains non-zero at every point of the initial 
hypersurface, then the result will again be a space­
time which, like M, is not geodesically complete and 
will contain maximal time-like geodesics which extend 
for only a finite interval of proper time. This extremely 
strong result shows thafthe incompleteness singularity 
in M is a stable property. The admissible perturba­
tions in applying Hawking's Theorem include not only 
metric perturbations preserving RJJ.v = 0, but also the 
introduction of any reasonable type of matter or fields 
into the space-time. The Machian limitations on ad­
missible perturbations, discussed above, are of course 
imposed since they follow from the Einstein equations 
and serve to limit the independent Cauchy data to the 
correct number of functions. 

In apparent striking contrast to the above stability 
of the incompleteness singularity in M is the lack of 
stability of true singularities at the limits of synchro­
nous coordinate patches shown by Lifshitz and Khalat­
nidov [151. This would be easily understandable if, like 
M, every small (i.e. initially small) perturbation of M, 
had distant boundaries and so showed no local singular 
behavior. For then every synchronous coordinate patch 
in small perturbations of M would, as in M, terminate 
in a fictitious singularity. Although we have no proof 
that the distant boundaries property is unstable, the 
indications from our own stability studies (Sec. II D 
above) are that it is, and that all the perturbations we 
analyzed (which include all perturbations of sufficiently 
small wavelength to be described in a geometrical 
optics limit where the behavior of geodesics is the con­
trolling element in the linear analysis [291 ) would lead 

to infinite energy densities and infinite curvature. If 
this is true, the behavior of the singularities bounding 
synchronous coordinate patches demands a more subtle 
explanation. We can think of two possibilities. The 
first possibility would seem to be required if a typical 
singularity involved infinite curvature everywhere (i.e. 
encountered by nearly every time-like geodesic) and 
would consist in an influence of high curvature on 
geodesic congruences resulting in almost all synchro­
nous coordinate systems failing before they reached 
the singularity. A suggestion that this behavior might 
be possible is contained in the Raychaudhuri equation[9 J 

d2L 1 
df2+g-(2a2 +R~vu~u")L =0 (38) 

governing the spatial volume element L3 in a synchro­
nous coordinate system. [If ufJ. is the normal congru­
ence of time -like geodesics, then L = % 8L where 
e = u~, and 2a2 = U(,·v)ufJ.;v- 1/38 2 .] Suppose the 

,/.I. ,_, ( lj 2) -2 curvature term here could have the form ;4 + a T ; 

then, neglecting the a 2 term, the equation would be 

L + ('!. + a2)r2L = 0, 

whose solutions are 

L = -r'f, sin [a In ( T iTo)]. 

(39) 

(40) 

Including the a 2 terms gives even more closely spaced 
zeros of L ( T), so this type of infinite curvature would 
mean that every synchronous coordinate patch termi­
nates in a caustic located a finite distance from the 
true singularity. However, we know of no example of 
a metric whose curvature gives the required behavior. 
The isotropic, radiation filled universe with ds 2 = -dt' 
+ 2t(dx2 + dy 2 + dz 2 ) does lead (asymptotically as 
t ~ 0) to a Raychaudhuri equation of the form of Eq. 
(39) along most time-like geodesics, but with a 2 = 0 
or a 2 = -( 1/36) which allow the caustic to lie at the 
true singularity. If there is some general geometrical 
reason why there cannot exist metrics with curvature 
singularities giving a 2 > 0 in Eq. (39) (or some other 
behavior resulting in infinitely many zeros of L ( T) 
on every time -like geodesic leading to the singularity), 
then it would be difficult to imagine that singularities 
involving infinite curvature everywhere, as in the 
Friedman universes, were typical. We must then turn 
to the second possibility for understanding how all 
initially small perturbations of many cosmological 
models can be time-like incomplete, while almost all 
synchronous coordinate patches can terminate in a 
fictitious singularity. This possibility consists in 
assuming that the singularity is "nearly hidden", i.e., 
that almost all time-like geodesics avoid the singular­
ity. In this case evidently almost all synchronous 
coordinate patches will also either avoid the singular­
ity completely or else touch it only at some irregular 
point (cusp) of their bounding caustic, leaving almost 
all points on the caustic distinct from the true singu­
larity. Hawking and Carter (private communication) 
have emphasized the possibility that singularities need 
not extend throughout space, and Carter has shown [361 

that the singularity in the Kerr metric [37 ' 38 • 391 is 
nearly hidden in this sense. Carter finds all geodesics 
in the Kerr metric, and finds that from almost all 
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points no time -like geodesic leads to the singularity. 
From the exceptional points on the equatorial plane of 
symmetry almost all geodesics avoid the singularity, 
but some (with a unique critical direction for their 
initial velocity) do hit it. Thus the Kerr space-time is 
not time-like complete, yet it contains no synchronous 
coordinate patch whose bounding caustic lies on the 
infinite curvature singularity. 

III GEODESICS 

The geodesics in M can be obtained by quadratures 
because of the multitude of constants of motion. In ad­
dition to the constant 

g~,v~v• = e = ±1,0, 

where 

v~ = dx~ / di.. = x~, 

there is, for each Killing vector E, a constant v · E. 
This one verifies in the well-known way 

d(v~s~)/di.. = v~v·s~+ s~;,v~v' = 0, 

(41) 

(42) 

using the geodesic equation vi-Lvv 11 = 0 and the Killing 
equation ~~~·v + ~ll'" = 0. The'Killing vectors of M are 

[8 16'6'] ,,... 
known ' ' ; in Euler angle coordinates they are 

sx =-sin Bile- cos <p(ctg ea,- cosec 811;,), 
Sy = cos <pile- sin <p(ctg Oil,- cosec Sil.p), ( 4 3) 
1;, = a,, 11• = -il.p. 

The corresponding constants of the motion will be 
designated as 

Pa = v·sa, Pll = -V·1],, 

where a= x, y, z. We will also write 

and 

(44) 

(45) 

In their action on (J and cp (i.e. ignoring terms in 
a¢) the Killing vectors Ea are the standard generators 
of infinitesimal rotation of the sphere S2 • We can 
therefore use the in variance of M under these trans­
formations to assume that the pole of the spherical co­
ordinates e, cp is located for our convenience. If we 
describe a transformation of the e, cp coordinates by 
na - Aabnb where Aab is a constant 3 x 3 orthogonal 
matrix and na are homogeneous coordinates defined 
by 

(nx, ny, n,) = (sine cos <p, sine sin<p, cos 8), (46) 

then Eqs. (43) will continue to hold if we replace the 
Ea by an equivalent set of Killing fields according to 
~a - Aab~b· This changes the constants Pa by the 
same rotation, Pa - AabPb· We will therefore choose 
Aab, in studying any one given geodesic, in such a way 
that 

Px = 0 = Py, (47) 

and 

p, = p ~ 0. 

The Killing fields (43) satisfy the relation 

nasa== sine cos"' sx +sine sin <ps, +cos 05, = -1],, ( 48) 

which can be contracted with the geodesic tangent v 
to give 

naPa= Pll· (49) 

For the convenient choice of (J, cp coordinates which 
gives Eqs. ( 46), this relationship reads 

p cos El = Pll (50) 

and implies that (J is constant along the geodesic since 
p and Pll are. This equation is the analogue of the 
(J = 7T /2 (motion in a plane through the origin) condition 
which appears in the more familiar (spherical) type of 
symmetry under the rotation group. 

When the equation p 11 = - v · TJz = v · al/! is written out 
explicitly using Eq. (10) it reads 

(PII I 21) = 2W(tp +cos 8 ° ~)- i, (51) 

where xil = ctxiljdA. Similarly, Eq. (50) can be written 

Pz cos 8- Pll = v· (sz cos e + 1]z) = V· (cos 811,,- il,~) = 0 

and, after simplifying with Eq. (51), reads 

q; = p(t' + l')-1, 

(52) 

(53) 

Although this equation cannot be integrated until we 
know t (A), it already shows that ip = dcp /dA is bounded, 
0 :s ip :s p/l2 , and that (p never vanishes when pI 0. 
. To determine t (A) we eliminate (p and ¢ (and 

(J = 0) from Eq. (41) using Eqs. (53) and (51) (and Eq. 
(50)) above with the result 

(PII I 21)2 = t2 + U[e- p2 (t2 + l')-']. (54) 

From this equation t ( A ) follows by quadrature, but it 
is most useful to discuss the solution by analogy to the 
differential equation for a Newtonian particle moving 
as one dimension in a potential V ( x), namely 

E == 1/,mx' + V(x). (55) 

Inourcase (Pii/2l) 2 , whichplaystheroleof E, can­
not be negative. With this in mind we obtain a detailed 
qualitative description of t (A) by inspecting the ef­
fective potential in Eq. (54), namely 

V(t) = U(t) [e- h'(t' + 12)-1]. (56) 

Several representative graphs of V ( t) are shown in 
Figs 2-4. By studying these graphs in relation to Eq. 
(54) the qualitative behavior of its solutions can be 
discussed. Thus this set of graphs is a basic reference 
tool for any discussion of the geodesics in M. 

The first thing to notice about V ( t) is that it is 
bounded. Thus t is also bounded and consequently 
/ t I - co is impossible except when I A I -co. This 
establishes for M the "distant boundaries" property 
discussed in Section II. 

Next we consider time-like geodesics ( E = -1) on 
which (PI! /2l) 2 < 1. For these (and some other) 
geodesics, t ( A) is bounded; it oscillates back and 
forth across an interval which includes all t where 
U ( t) > 0, and has a finite oscillation period A so 
t (A) = t (A +A). Evidently t changes sign each half 
cycle. But from Fig. 1 this would mean that v changed 
from the forward to the backward light cone each half 
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FIG. 2. The effective potential V(t) from Eq.(56) is plotted here 
for the case p1 = 0 where V(t) = €U(t). The curves actually shown are 
appropriate for time-like geodesics (e =-I), but for space-like geodesics 
the potential Vis simply the negative of the quantity given in the Fig­
ure. We have chosen units so I= I. The zeros of V here are the values 
of t 1 and t 2 , so for m/1 = 0, 3/4, 2 one has correspondingly (t 1 /l, t2 /l) 
= (-1, +I), (-1/2, 2), and (-0.236, 4,236). 

cycle. As it is impossible for a geodesic to change its 
time orientation on a time -orientable space -time (such 
as M), we conclude that these geodesics cannot be 
continued in M through a cycle, showing that M is not 
geodesically complete. 

The misbehavior which best displays the incomplete­
ness of M occurs in the coordinate 1/J. By eliminating 
(p from Eq. (51) we find that 

. 1 ( Pll' Pll 
"' = 2zu \ t + 21/- t' + l' · 

(57) 

Consider then a time-like geodesic on which i and 
p 111 are positive ':Vhen t = 0. Then as t-: t2 one has 
u- (t)- 00 and t+(Pii/2?)-Pn/l so 1/J- 00 • In con­
trast, if at t = 0 one had t > 0 and p 11 < 0, then as 
t- t2, i- I P11 /21\ = - Pii/2l and the first term in Eq. 
(57) is indeterminate. But Eq. (54) in the form 

( i +.Ell.)( t-E!) = U(t)[pj_'(t2+ 1')-'- e] (58) 
\ 21 \ 21 

allows us to rewrite Eq. (57) as 
. pj_2(t' + 1')-1- s Pll 

2/'IJ = i - (P!!/21) - t2 + l' (59) 

In this form it is clear that ~ remains finite when i 
and Pll have opposite signs. The preceding considera­
tions show that no geodesic can cross the horizon 
t = t 2 (resp. t = t,) twice, for if i had the correct sign 
to keep ~ finite on the ~irst pass, it will have the op­
posite sign, leading to 1f!- oo on the second approach. 
See Fig. 5. 

Let us study a bad geodesic with Pll > 0 somewhat 
more closely. From Eq. (57) with t- p 11 /21 as t- t2 
we see that one has 

d¢/ dt = ~' / i ~ 1 i w (60) 

as t - t2. The remarkable thing about this asymptotic 
form is that all the parameters ( Pa, e) identifying the 
particular geodesic have dropped out, so this equation 
suggests that the coordinate transformation 

'IJ' = 'iJ- ~ (IU)-1dt 

will eliminate the singular behavior in this whole class 
of geodesics. It was in fact this hint from the geodesic 
equations which led the authors both to the alternate 
analytic continuation described in Eqs. (20) -(22), and 

-.; 

e~o 

h~t~l 

m~"f 

v 
f z 

z 

FIG. 3. Any null geodesic with p 1';1=0 can, by a scale change in the 
geodesic parameter, be reduced to one for which p1/l =I. Thus the 
effective potential V(t) plotted here gives dt/dX = [ (pll/21)2 - V(t)] Yz 
for all these null geodesics in the metric with m/1 = 3/4. [The other 
null geodesics with Pl = 0 have V(t) = 0 and dt/dX =canst.] The plots 
are similar for other values of m, varying from a paten tial with two 
maxima symmetric about t = 0 when m = 0 to ones with even greater 
asymmetry than that shown here when m/1 is than 3/4. 

to the similar transformation which relates the ana­
lytic metric form of Eq. (10) to the singular form 
previously used in [BJ. 

Let us point out some special classes of geodesics. 
If Pll is sufficiently negative, with ( Pn/21 )2 > Vmax, 
one has geodesics which extend from t = - oe to 
t = + oe, and these exist for any value of pi, and for 
space-like, time-like, and null geodesics. At the vari­
ous positive maxima and minima of V ( t) one can 
choose ( Pli/21 )2 to give geodesics with i = 0 which lie 
in a single hypersurface t = canst. This behavior is 
stable (with respect to small changes in Pl. P11) at 
minima, and unstable at maxima. Figure 3 shows that 
there are unstable null geodesics of this type, while 
Fig. 4 illustrates that this behavior can be stable, as 
well as unstable, for time -like geodesics. In general 
these geodesics are ergodic on a surface of constant 
t = tc and e = tan-1 (Pl/Pil). For appropriate choices 
of p and e, however, one may arrange that the linear 
functions 1/J (A) and cp( A) have commensurate deriva­
tives and thus obtain closed time-like, space-like, and 
null geodesics. For this it is required that 

(61) 

be rational. The closed time -like and null geodesics 
all occur in the NUT region where U ( t) :s 0. Another 
special class of geodesics is that with p = 0. Since the 
three Killing vectors ~a span the tangent space to any 

FIG. 4. For the effective potential 
of time-like geodesics, a sufficiently 
large value of p2 can introduce an ad­
ditional maximum and minimum in 
V(t) beyond those shown in the p1 = 0 
curves of Fig. 2. [Form = 0 it is two 
maxima introduced when p 12 /12 >2.] 
The scale of this figure is chosen to 
show this additional structure and 
does not allow the other features simi­
lar to Fig. 2 to be shown. In particular 
the zeros at tdl = 1/2 and at t2 /l = 2, 
and another maximum at negative t-t 1 , 

lie off scale. Since the local minimum 
shown here has a positive value, V = 
V min> 0, one may choose (pll/21) 2 = 
Ymin and thus determine a stable time­
like geodesic on which t = canst. 

m/t~a7J 
e=-1 

p,Ji-~00 
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FIG. 5. A time-like geodesic is shown by plotting 1/J(t) and if>(t) in 
a case where 8(t) = 0. Note how, for the parameters chosen here, 1/J is 
well-behaved near t 1 /I= Y2 and t2 /I= 2 as the geodesic first crosses 
these limits starting from t = 0. After reaching the turning points [de­
termined by V(t) = (pu/2)2 = V..l and upon approaching t1 or t2 a 
second time, however, the geodesic shows a rapid (singular) change in 
1/1 preventing the continuation of the geodesic back again to the causal 
region t 1 <t < t2 . 

hypersurface t = to, the equations Pa = v · Ea = 0 imply 
that v is normal to this hypersurface. This fixes v 
uniquely (up to a sign) when t 0 is time-like or space­
like and gives, for instance, Eq. (25). The normal to 
the null hypersurfaces t = t, or t = t2 is, however, in 
the unique null direction l lying in that hypersurface, 
so in these cases v = ~a¢· ~n this case Eq. (51) is con­
sistent with any value for ¢, and the first integrals of 
the geodesic equation fail to determine the solution 
uniquely. We must therefore turn to the geodesic dif­
ferential equation itself, namely 

These equations are easy to examine since we know 
that t, e and cp are constant along the geodesic of 
interest. We thus find, at t = t2, 

:.jJ + lU' (12 ) ¢' = 0. 

with the solution on the future null-cone given by 

1jJ = -~ln(-1.}, -oo < ').. < 0, 

(62) 

(63) 

~ = -[lU'(t2 ) ]-1 = (2l)·-1(t2' + l') (m' + !')-'"· (64) 

On this geodesic, after ¢ increases by 47T the geodesic 
has returned to its starting point, but its tangent vector 
has increase~ in length by a factor e47T lf3. Mter many 
revolutions ¢ - + oo as A - o·, and the geodesic cannot 
be continued to positive values of A. 

Up to this point we have always used a coordinate 
system adapted to the geodesic of interest so that we 
could assume e = canst along the geodesic. However 
most of the results can be freed from this limitation 
by expressing them in group invariant form. There­
sult for the tangent to a geodesic family invariant under 
the translations generated by the Ea is 

v = iot -21~ ( i + :t) tJz + 12 ~ l' [tjxcos(a + !)- tJySin(a. + /)]. 
(65) 

Here t means the positive solution of Eq. (54), 0! is 

a constant, and f ( t) is the solution of 

~:=2:u+~1 [1z• -t,:l' ]. <66) 

satisfying f ( 0 ( 0) = 0. The vector fields TJa (a = x, y, z) 
are defined in Eqs. (B6) of ref. [s] and, taken together 
with at, form the dual basis to the basis of differential 
forms given in Eq. (2). The geodesics congruences we 
used in Section II all correspond to special cases of 
Eq. (65) in which p 1 = 0 so the indefinite integral in 
Eq. (66) need not be evaluated. 
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