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The reaction considered is that of elastic scattering, p + k - p' + k', where p and p' are the 
four-momenta of one of the particles before and after the scattering, and k and k' are those 
of the other particle. Two auxiliary amplitudes A ret ( s, t) and Aadv ( s, t) are introduced; 

00 00 

the first coincides asymptotically with the amplitude of the reaction in the physical region of 
the reaction, and the second coincides asymptotically with the amplitude of the cross-reaction 
in the physical region of the cross-reaction. It is shown that A~et and A!dv are analytic in 
s in the upper and lower half-planes, respectively, and that at complex infinity they increase 
more slowly than any linear exponential. The structure of the admissible generalized func­
tions is then derived on the basis of microcausality. The generalized functions can contain 
derivatives of the 6 function to all orders, and need not be generalized functions of temperate 
growth, as is always assumed. 

The Pomeranchuk theorem on asymptotic equality of the total cross sections of particle 
and antiparticle and on the asymptotic equality of the differential cross sections is proved 
without assumption as to the analyticity of the scattering amplitude. Therefore experimental 
demonstration of the equality of the cross sections, if this should be established, cannot be 
regarded as an unequivocal argument showing that the amplitude is analytic. 

1. RETARDED AND ADVANCED AMPLITUDES 

WE consider the reaction of elastic scattering of 
scalar particles a and b with masses J.! and M 

a(k) + b(p)-+ a(k') + b(p') 

and the cross-reaction 

ii(k') + b(p) -+ii(k) + b(p'). 

Here p and p' are the momenta of particle b, and 
k and k' those of particle a, before and after the 
scattering. For brevity we shall refer to reactions 
p + k - p' + k' and p - k' - p' - k. 

The amplitude for reaction p + k - p' + k' is a 
function of two independent variables, for example 
the invariant variables s and t, but it is conve­
nient to write it in the form of a function A ( s, u, t) 
of all three invariants: 

s = (p + k)2, t--: (p- p')2, u = (p- k')2; 

s + u + t = 2(J.t2 + Jl12). (1.1) 

The meaning of crossing symmetry is that the 
amplitude A ( s, u, t) of the reaction p + k - p' 
+ k' goes over into that of the cross-reaction when 
we go over from the s channel to the u channel. 
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FIG. 1. 

In other words, the amplitude for the cross­
reaction is the function A [ 2 (J.t 2 + M2 ) - t - s, t ]. 

Let us suppose that the system a+ b has no 
bound state with mass less than the sum of the 
masses J.! + M. In this case the threshold of the 
physical region in the s channel is the point 
s 0 = (J.! + M) 2, and the threshold in the u channel 
is the point u0 = (JJ. + M) 2• Therefore in the s 
plane (see Fig. 1) the physical region of the re­
action is the upper side of the right-hand cut 
( s 0, +oo ), and the physical region of the cross­
reaction is the lower side of the left-hand cut 
( - 00 , SoL), where SoL= 2 (J.t 2 + M2) - u0 - t 
=(M-JJ.) 2 -t. 

On our assumption about the masses of inter­
mediate states, the amplitude A ( s, u, t) in the 
physical region of the reaction p + k - p' + k' 
coincides with the retarded amplitude ( cf. e.g., 
[ 1 ,2] ) 
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Here q; ( x) is the field of particle a in the Heisen­
berg representation, and j ( x) is the current of 
this field, 

6S 
j(x)= -i--S+, 

f5qJ(X) 

j+(x) = i~ s =-i~S+, ss+ = 1. (1.3) 
f5qJ+(x) f5qJ+(x) 

We are here using the local field theory in the 
Bogolyubov form. 

The microcausality condition is now expressed 
by the formula 

_6_(~s+) = 0 for x~y. (1.4) 
IJl+(y) 6qJ(x) 

The notations ordinarily used are 

<p' I 6j (- x/2) I p> =Fret (x)' 
6qJ+ (x/2) 

<p'l 6j(x/2) I p>= Fadv(x), (1.5) 
bqJ+(-x/2) 

although in reality Fret( x) and Fadv ( x) depend on 
px, p'x, and x 2. Owing to microcausality Fret ( x) 
== 0 for x ~ 0, and Fadv(x) == 0 for x;::, 0, and the 
integration in A ret ( s, t) is taken over only the 
upper half of the light cone. 

The advanced amplitude is defined in an analo­
gous way, 

Aadv(s, t) = ~ d"xei(l<+k')x/2Fadv(x)dx, x~O. (1.6) 

The advanced amplitude coincides with the ampli­
tude of the cross -reaction in its physical region, 
i.e., on the lower side of the left-hand cut. 

Fret(x) and Fadv(x) are not ordinary func­
tions; they are generalized functions. This is a 
very important fact. For example, if Fret ( x) 
and Fadv ( x) were ordinary integrable functions, 
then their Fourier transforms A ret ( s, t) and 
A adv ( s, t) would increase at complex infinity 
more slowly than any positive power. 

If A ret ( s, t) is analytic in the upper half-plane 
Im s > 0, then Aadv(s, t) is analytic in the lower 
half-plane and Aret(s, t) == A*adv(s*, t). It is 
only in this case that crossing symmetry takes on 
real meaning Since the properties of Aadv ( s, t) 
in the lower half-plane are the same as those of 
A.ret ( s, t) in the upper half-plane, we can confine 
ourselves to the examination of A ret ( s, t). Every 
assumption about the structure of Fret ( x) and 
Fadv ( x) is at the same time an assumption about 

Aret(s, t) and Aadv(s, t). 
In their report in Seattle in 1956 (see [ 1- 3] ) 

Bogolyubov, Medvedev, and Polivanov (BMP) were 
the first to prove that in the range of momentum 
transfers -a"}} :s t :s 0 the retarded amplitude 
A ret ( s, t) is analytic in the entire upper half­
plane Im s > 0 and has two real simple poles at 
the points s == M2 and s = 2p, 2 + M2 - t. The am­
plitudes A ret ( s, t) and Aadv ( s, t) are both real 
and coincide with each other in the interval be­
tween the cuts, and therefore taken together they 
determine a function which is analytic in the entire 
cut plane apart from the two real simple poles. 
Analogous results for the simpler case of forward 
scattering, i.e., for t = 0, were reported at the 
same conference by Symanzik and Jost. 

In the derivation of one-dimensional dispersion 
relations the main difficulty is in the analytic con­
tinuation of the amplitude in the cut plane. After 
the proof of BMP the possibility of the continuation 
was proved by various methods by many authors 
( cf. the survey 13J). A very important contribution 
is the integral representation of causal commuta­
tors, derived by Jost and Lehmann[ 4J and gener­
alized in a paper by Dyson. [ 5] 

Despite the depth and importance of the results 
of these papers they have two essential defects: 
1) The analyticity of the amplitude with respect to 
s is proved only for a certain range of momentum 
transfers, and the boundary of this range is not 
distinguished by any physical property (for exam­
ple, the interval between the cuts in the s plane is 
still not covered); 2) besides some general physi­
cal assumptions, all of the proofs involve a special 
assumption about the character of the generalized 
functions Fret ( x) and Fadv ( x) This is a purely 
mathematical assumption, and does not come out 
of the physics of the problem. 

The meaning and importance of the first restric­
tion are obvious. The second restriction is of a 
more refined nature, and to formulate it more pre­
cisely we recall the definition of generalized func­
tions. Generalized functions are defined as con­
tinuous linear functionals over a space of basic 
functions. In other words, the space of the gener­
alized functions defined over a given space C of 
basic functions forms an adjoint space C'. We 
shall denote the elements of the basic space by 
f( x), and generalized functions by T, ljJ. There­
sult of applying the linear functional T to the func­
tion f ( x) is denoted symbolically by 

(T, f)= ~ f(x)T(x)dx. (1. 7) 

The additional mathematical requirement in-
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volved in all existing derivations of one-dimen­
sional dispersion relations is that Fret ( x) and 
Fadv ( x) are generalized functions of moderate 
growth. This means that as the space of basic 
functions one takes the space S of infinitely dif­
ferentiable functions that are defined in the entire 
x-space and at infinity approach zero together with 
all their derivatives more rapidly than any nega­
tive power of x ( cf. e.g., [6]) Generalized func­
tions of temperate growth can have o -type singu­
larities of only finite order; that is they can con­
tain derivatives of the o function only of finite 
orders ( cf. [ 6]). On this assumption A ret ( s, t) 
and Aadv ( s, t) cannot increase with s more 
rapidly than polynomials. 

The important space of generalized functions 
of temperate growth is very popular in textbooks, 
but it is far from being an adequate apparatus for 
all cases. The study of various cases requires 
the construction of special spaces. This is the 
actual difficulty and subtlety of the use of gener­
alized functions. 

We shall refrain from the additional mathe­
matical stipulation we have just explained, and 
shall obtain the structure of the admissible gener­
alized functions from microcausality. 

2. AUXILIARY ASYMPTOTIC AMPLITUDES 

In the investigation of the analytic properties 
of A ret ( k', p', k, p) with respect to one variable 
it is advantageous for the generalized function 
Fret(x) not to depend on this variable. This re­
quirement is satisfied by the Breit coordinate sys­
tem, defined by the condition p' = - p. In this sys­
tern (see Fig. 2) 

k = -p + ~.e, k' = p + Ice, 

where e is a unit vector perpendicular to the 
vector p, and A is a scalar, A = ( kij - p2 - JJ. 2 ) l/ 2. 

The system ( s, t) is connected with the Breit 
system by the relations 

t = (p'- p)2 = -4p2, 

s = (p0 + k0) 2 - A.2 = M2 + 1!2 - 1M+ 2poko, 

ko= [s+ 1M-(M2 +J.1.2 )]121M2 -tl4. (2.2) 

In the physical region of the reaction t :::: 0. In the 

p~~p 
2 e 2 e 

FIG. 2. 

Breit system the retarded and advanced amplitudes 
depend on the energy variable k0 and on the mo­
mentum transfer t; the function Fret ( x) does not 
depend on the energy variable k0. 

It follows from the relation 

ko = [s + 1M- (M2 + 1!2)] I 21M2- t I 4, 

that the charge s - u corresponds to the change 
k0 - - k 0, and therefore the s plane with the cuts 
( -co, s 0 L), (s oR• + oc ) goes over on this change into 
the plane of k0 with two symmetrical cuts 
( -oo, -a), (a, +oo). Since soR = (M + JJ-) 2, the 
value of the threshold a is 

a= (MJ.~.+ti4)11M2-tl4. (2.3) 

The upper side of the right-hand cut is the 
physical region of the reaction k + p - k' + p' in 
the k0 plane, and the lower side of the left-hand 
cut is the physical region of the cross -reaction. 
In the Breit system 

A ret (ko, t) = J dx4 exp {i(k0x0 - ex }'k02 - 1!2 + t/4)} Fret (x), 

x ;::;o, (2.4) 

x:::;;;o. (2.5) 

For k0 - + oo in the physical region of the re­
action p + k - p' + k' the retarded amplitude 
coincides asymptotically with the function 

Aooret(ko, t) = ~ dx4ei(koXo-eXko)pret(x), x;::;o. (2.6) 

It is assumed that for k0 - +oo in the physical re­
gion of the reaction the amplitude Aret ( k0, t) 
neither increases too rapidly nor oscillates rapidly. 
More exactly, if c is an arbitrary real constant, 
then at least one of the two conditions 

lim A ret (ko + __:__, t )I A ret (ko, t) = 1, 
ko-+oo ko 

lim [A ret ( ko + :
0 

, t)- A ret (ko, t) J = 0 

is satisfied. In the former case it is assumed that 
A ret ( k0, t) has a limited number of zeros in the 
physical region. The statement that A!:,et ( k0, t) 
and A ret ( k0, t) coincide asymptotically means in 
the former case that lim Aret(k0, t)/Aret(k0, t) 

00 

= 1, and in the latter case that the difference 
A!:,et ( k0, t) - A ret ( k0, t) approaches zero. This 
statement is essentially a condition on Fret ( x). 
It will become clear as we go on that this condition 
is satisfied in the class of admissible generalized 
functions with which we are concerned here. Sim­
ilarly, for ko - - oo in the physical region of the 
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reaction p - k' - p' - k the advanced amplitude 
coincides asymptotically with the function 

Aooadv(ko, t) = ~ dx~ei(koXo-eXko)Fadv(x), x:::(;O. (2. 7) 

These properties justify our calling the func­
tions A~et ( k0, t) and Aadv ( k0, t) the asymptotic 
retarded and asymptotic advanced amplitudes 
(this definition differs somewhat from that given 
in C7J ) . Let us introduce the variable T = x0 - ex; 
then 

... 
Aooret (ko, t) = ~d,;eiko~ 1jJ ('t, t), (2. 8) 

0 

where 1/J ( T, t) is the result of integrating the 
generalized function Fret ( x) over the intersec­
tion of the light cone with the hypersurface 
x0 - ex= T 

3. CAUSALITY AND THE STRUCTURE OF 
ADMISSIBLE GENERALIZED FUNCTIONS 

The principle of causality finds its expression 
in the fact that in the expression ( 12) for the re­
tarded amplitude A ret ( s, t) the integration is 
taken over the upper region of the light cone. 
When we go over to the asymptotic retarded ampli­
tude causality is expressed by the fact that in the 
expression 

co 

Aooret (ko~ t) = ~ d-reiko~'l' ("r, t) (3 .1) 
0 

the integration is taken over the positive semiaxis. 
Here it is tacitly assumed that the integral (3.1) 
communicates signals only from points of the posi­
tive semiaxis, because otherwise causality would 
lose its meaning. For ordinary functions 1/J ( T) 
this holds automatically, but for generalized func­
tions this requirement is a genuine restriction. 

From causality and the absence of action at a 
distance it follows that the generalized functions 
1/J ( T) must satisfy the following condition: for 
arbitrary T 1 and T 2 the integral 

(3. 2) 

must not be equivalent to a superposition of signals 
whose sources lie outside the interval ( T 1, T2 ). 

Here it is necessary to give the following clarifi­
cation. As we shall see below, the integral (3.2) 
is often identically equal to an integral 

s d't eik,~u"' ( 't) ' 
L 

(3. 3) 

where ui/J ( T) is an analytic function in some neigh-

FIG. 3. 

bo rhood of the interval ( T 1, T 2 ) and L is an arbi­
trary curve in this neighborhood which passes 
around the interval ( T1, T2 ) (see Fig. 3). The 
line L can be contracted continuously onto the 
cut ( T1, T2 ) so that in the limit the integration is 
taken along the upper and lower sides of the inter­
val ( T1, T2 ). It is not excluded that the integral 
(3.3) be equivalent to an integral (3.3) in this sense. 
Integrals in which the paths of integration can be 
changed continuously into one another are regarded 
as the same integral. It is forbidden for (3.2) to 
be equivalent to an integral (3.3) if the contour L 
cannot be continuously contracted onto ( T 1, T 2 ). 

The necessity of this stipulation is illustrated 
by the identity 

~o+e 

I . 1 I .k dt J e'ko~6(t-to)d't=--. J e''~---. 
~,-e Z:ru 1~-~ol=e t- 'to 

Because of its importance we call this requirement 
the locality principle for generalized functions. In 
a physics which satisfies microcausality and has 
no action at a distance we can admit only general­
ized functions which satisfy the locality principle. 

Let us consider some examples of generalized 
functions which violate the principle of locality. 

I. Let 

Obviously for 0 < E < 1 

r (-iko)V 
J eiko~1jl {t) dt = ~. I = e-iko, 

v. -e v 

i.e., the integral transmits a signal from the point 
T = - 1, and there is a direct violation of the cau­
sality principle. 

II. Let 

(- c)v 
¢{t)= ~--~(t-'to), 

v! 
v 

where T 1 < To < T2, and the real or complex number 
c is such that the point To + c lies outside the in­
terval ( T 1, T 2 ). It is obvious that 

i.e., the integral (3.2) is equivalent to a signal 
from the point To + c, which lies outside ( T1, T2 ). 
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Let us consider generalized functions of the 
form 

with arbitrary coefficients cv. There are two 
essentially different possibilities: 

a) lim levi'"'= p > 0, 

b) lim levi'"'= 0. 

(3.4) 

(3.5) 

(3. 6) 

In the first case for any E > 0 there exists a 
representation 

neighborhood I T- To I ::::; d of any point To ~ 0 in 
which all of the functions of the b. s. can be 
analytic. 

Proof. 1) Let f( r) belong to the b. s. and 
suppose r 0 ~ 0. It is to be proved that the series 

1 
~ -t<v>('to)i('t- 'to)" 

vi 
v 

has a positive radius of convergence. Let us as­
sume the opposite: then 

lim ( :I fM('to) rv = oo, 

Cv= ~ ~ ~dcra(~), v=0,'1, 2 ... 
lti<P+s 

(3. 7) i.e., there exists a sequence { v'} of indices such 
that for v' - co this limit is infinite. Set 

with density daE (t;) which satisfies the inequality 

~ ~ jdcra(~)j <Ms<+oo. (3.8) 
lti<P+s 

There is no circle of radius smaller than p in 
which such a representation is possible, since 
from such a representation it would follow that 
lim < I c v I > t; v < P . 

To prove (3. 7) we introduce the function 

Cl> m = ~ Cv~-v-l • 
v 

It follows from (3.5) that the function 4> (t;) is 
analytic for I!; I > p. Therefore 

Cv = ~ ~v 2
1 . Cl>(~}d~. (3.9) 

lti=P+8 1U 

Let us take an arbitrary positive 1J < p. Substi­
tuting the expression for cv from (3. 7), we get 

'to+tl 

~ eiko<'ljl('t)d't = ~ ~ eiko(..:Hldcr8 (~). 
'to-TJ lti<P+e 

Since TJ < p and no representation of the type of 
(3.7) and (3.8) is possible in a circle of radius 
less than p, the generalized function (3.4) with the 
condition (3.5) does not satisfy the locality princi­
ple. Functions (3 .4) with the condition (3. 6) do 
satisfy this principle. 

We have arrived at the following conclusion, 
which is fundamental for our further work: we 
must take as the space of basic functions a space 
on which all continuous linear functionals of the 
form (3.4) with the condition (3.6) are defined, and 
on which functionals of the form (3.4) with the con­
dition (3.5) do not exist. 

We shall prove the following properties of the 
basic space (b. s.): 1) Every function f( r) of 
the b. s. is analytic in some neighborhood of the 
semiaxis T ~ 0; 2) there does not exist any fixed 

Cv = [fM('to) /v!]-1 

if v belongs to the sequence { v'} and cv = 0 
otherwise. It is obvious that 1 cv 111 v- 0, and by 
hypothesis the functional 

(-1)V 
'ljl('t)= ~--cv6<v>('t-'to) 

v! 
v 

is admissible, but this is in contradiction with the 
fact that 

f 
('IJl,!) = ~ Cv-1 j<Vl('to) = oo. 

v. 
v 

2) If all of the functions f ( T) of the b. s. were 
analytic in a fixed circle I T - To I < d, then for any 
function of the b. s. the radius of convergence of 
the series 

1 
~- j<v>('to) ('t- 'to)" 

v! 
v 

would be not smaller than d. It would follow from 
this that the functional (3.4) would have meaning 
not under the condition I cv 111 v - 0, but under the 
condition lim I cv 11/v <d. 

These arguments lead naturally to the following 
formal definition of the space C0 of basic functions: 

1. Each function f( T) of C0 is analytic in a 
certain half-strip Of: Re T ~ - df, I Im T I ::::; df 
(see Fig. 4). The positive constant df depends on 
the function f ( T) . 

2. The function f( T) and all of its derivatives 
are bounded in Of: I f(k) ( T) I < Mk,f· 

3. For T- co in Of the function f( T) goes 
to a limit f ( + oc), and the difference I f (+co) 

-----------------~ 

FIG. 4. 
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- f( T) I decreases more rapidly than IT 1-af, 
where O:f is a positive constant. 

4. The space C0 contains all functions that 
satisfy the conditions 1, 2, and 3. 

A sequence of functions fn ( T) belonging to C0 

converges to zero if there exists a half-strip Of 
in which all of the functions of the sequence are 
analytic and approach zero uniformly. 

The narrower the space of the basic functions, 
the broader the conjugate space of generalized 
functions. If we compare the spaces C0 and S, 
we see that the requirement of analyticity de­
cidedly narrows C0 as compared with S. On the 
other hand, the functions of S are required to de­
crease rapidly at oc. Condition 3, which defines 
the behavior of functions of C0 at oo, greatly sim­
plifies the investigation. It will be shown below 
that the removal of the condition 3 has little effect 
on the final results. 

Let us denote by C~ the space of generalized 
functions defined over C0. We shall verify that 
c~ contains all of the generalized functions (3.4) 
with the condition I cv 11/ v ~ 0 and does not con­
tain any 1/J ( T) for which lim I cv 11/ v- p > 0. Let 
f ( T) be a function of C0; then the series 

1 
~- j<Vl(<o) (<- <o)" 

vi 
y 

converges absolutely for I T - To I < O:f, and the 
series 

clearly converges for I cv 111v- 0. 
If the functional ljJ ( T) belongs to C0, then this 

series must converge for all f( T) of C0, and 
f(V) (To) cv/v! ~ 0. Let us take as the f( T) the 
function 

2i ( p \-1 ( 2 )v 
-P 't- 'to- i 2 ) = ~ tp (<- <o)v, 

. v 

so that f(v) ( T0 )/v! = ( 2/ip )v. If lim I cv 111v = p, 

then lim I ( 2/ip) Vcv I = oo, and not zero; i.e., the 
series (If!, f) diverges. 

The general form of a linear functional T of 
the space C0 is: 

(T,f(•))= ~ ~ j<::~•) da(<), 
v 0 

T(•) = ~ r (-1)" /)(V)('t- t)dav(t)' 
.l v! 

(3.10) 
v 0 

where the measures U'v ( T) satisfy the condition 

00 

Sv = f ldcrv(<) I<+ oo, limsvf/V = 0. (3.11) 0 v~oo 

That the condition (3 .11) is necessary can be 
seen already from the case we have considered of 
the functionals (3.4), for which all of the measures 
dU'v ( T) are concentrated at the point T 0; the con­
dition is obviously sufficient. 

If dfJ'v( T) = 0 for v ~ 1, and dfJ'0 ( T) = T( T) dT, 
where T ( T) is an ordinary integrable function, 
then ( T, f) reduces to an ordinary integral. 

4. REPRESENTATION OF GENERALIZED 
FUNCTIONS AS CONTOUR INTEGRALS 

Let T be a functional belonging to CQ, and let 
!; be a point outside the semiaxis T ~ 0. Since 
(!; - T) - 1/2rri, as a function of T, belongs to C0, 

(T,1/2rti(6-<)) =UT(b) ( 4.1) 

is a function of !; . It follows from the linearity 
and continuity of T that 

(4.2) 

i.e., the function UT (!;) is holomorphic outside 
the positive semiaxis !; ~ 0. 

From the representation (3.10) for T it follows 
that 

"' 1 r 1 "' dcrv (0) uT(6)= LJ -. - . .l (6-•)-v-ldcrv(<)= --. Li --
v 2m 0 2m v 6"+1 

(4. 3) 

At infinity the function UT (!;) falls off at least as 
s-1. 

Let f ( T) be a function of the space C0, and let 
r f be the boundary of the half-strip Of; then 

~ 1 1 
f('r)= [/(6)-f(+oo)]-2 . -,.. -d6 

rt! "'-' rf 

~ 1 d6 
+f(+oo) -. -. 

2m 6--r 
rf 

We put the last integral in the following form: 

When broken up in this way all of the integrals in­
volved in the representation of f ( T) converge ab­
solutely, and the operations of integration and ap-

' 



1326 N. N. MElMAN 

plication of the functional T can be interchanged; 
i.e., 

(T,/(-r)) = ~ f(~)uT(~)d~. (4.4) 
r, 

Equation (4.4) gives the general form of a con­
tinuous linear functional over the space C0. 1> The 
contour r f can be replaced by any contour in Of 
which goes around the semiaxis !;; ~ 0. 

5. FOURIER TRANSFORMATION OF THE 
GENERALIZED FUNCTIONS OF THE SPACE 

The retarded asymptotic amplitude A!:,et ( k0, t) 
is the Fourier transform of a generalized function 
l{; ( T, t) of the space C0. If the point z = x + iy 
lies in the upper half-plane y > 0, then the function 
eiz T belongs to C0, and the Fourier transform of a 
generalized function T of CO is simply the value 
of the functional T of the function e 1z 7 ; that is, 

T (z) = (T, eiz~ / 21t). 

According to (4.4) and (4.3) 

f 
T (z) =- ~ uT(~) eizt; d~, 

21t r 

(5 .1) 

It follows from the condition (3.11) that it is legiti­
mate to change the order of the integrations. Since 

1 eizt; 

21ti ~ (~- 't)v+i 

we have 

(iz)v 
T(z) = LCv(z)-1 , 

'V. 
v 

(iz)v 
=--eiz-r, 

v! 

By (3.11), I cv(z) 111v- 0 for Im z :=:: 0; there­
fore the increase of T ( z) in the upper half-plane 
( including the real axis) is slower than that of any 
linear exponential: for any E > 0 a number R (E) 
can be found so that for I z I ~ R (E), Im z :=:: 0, 

jT(z) I< e•lzl. (5. 4) 

If Im z > 0, then cv ( z) is an analytic function 
of z, and T ( z ), being the sum of a uniformly con­
verging series of analytic functions, is also an 
analytic function of z in the upper half-plane Im z 
> 0. 

1 )For analogous formulas for other spaces of analytic func­
tions see [8 - 10]. 

If the generalized function is generated by a 
function T ( T) which is Lebesgue integrable on 
the semiaxis ( 0, + oo) -that is, dO"o ( T) = T ( T) dT 
and dO"v ( T) = 0 for v :=:: 1-then 

1 r T(-r) 
UT(~) = -. J -- d-r. 

2m0 ~-,; 

At points of continuity of the function T ( T) it 
is obvious that UT ( T + iO) - UT ( T - iO) = - T ( T), 

and the formula (5. 2) reduces to the usual formula 
for Fourier transformation of a function T ( T) 
which is equal to zero for T < 0: 

T(z)=~~ T('t)eiz~d't. 
21t 0 

We have established that the Fourier transform 
of a generalized function belonging to CO is ana­
lytic in the upper half-plane and increases in the 
closed upper half-plane more slowly than any 
linear exponential. It is very important to find 
out how these properties change if there is some 
change of the space of basic functions. What hap­
pens, for instance, if we replace conditions 2 and 
3 in the definition of C0 by the requirement that 
f ( T) and all of its derivatives go to zero at 
infinity not more slowly than T-1? In this case the 
general form of the functional T ( z) is somewhat 
changed, namely 

00 00 1+t 
T(-r) = ~ ~ (-f)v 6(v)('t- t)-1-dcrv(t). (5.5) 

'V. 
v=O 0 

The condition (3 .11) still holds here. There is a 
corresponding change in the expression for T ( z): 

(iz)v 
T(z)= ~cv(z)~, 

'V 

1 00 

c .. (z) = -S eiz~(1 + T)dcr .. (-r). (5.6) 
21to 

In this case the boundary R (E) beyond which 
the estimate (5.4) holds would depend not only on 
E, but also on Im z, and for Im z - 0 the boundary 
R (E) - oo, so that on the real axis (5.4) would not 
hold. It can be shown-and this is very important 
-that in this case also the limiting relation 

2n 

lim~ ~ In+jT(Rei6 ) llsin9jd9 = 0 
R~oo R 0 

(ln+jaj = lnjaj for Ia!> 1 and is zero for Ia I< 1). 
(5.7) 

The function T ( z) is also still analytic in the 
upper half-plane Im z > 0. Moreover, the relation 
( 5 7) and the analyticity for Im z > 0 remain valid 
even if we require that the functions of the basic 
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space vanish just as rapidly at infinity as the func­
tions of the space S. 

6. INVERSION OF THE FOURIER TRANS­
FORMATION 

According to (4.4) the action of the functional 
T is determined by an analytic function UT ( 6). 
By the inverse Fourier transformation we mean 
the representation of the function UT ( 6 ) in terms 
of the function If ( z). We shall show that the in­
verse transformation is the Borel transformation 

is satisfied as the point 6 1 traverses the contour 
r, then we can change the order of the integrations 
in the left member of (6.2), and 

1' ' ~ e-i!;zdz •-~ UT m e>t•z d~1 
L 2n r 

= _!_~ uT(~1)'·d~1~ e-i(!;-t•l•dz = uT(~). 
2n r L 

The whole question reduces to satisfying the in­
equalities in question. Let Im 6 > 0; then for a r 
sufficiently close to the positive semiaxis 

uT(~) = S e-i~•T(z)dz, 
L 

(6 _1) Im ( 6 - 6 1) > 0 and the inequalities are satisfied 
for 8 = 7r. If Im 6 = 0, then s < 0, and the inequal­
ities are satisfied for 8 = 7r/2. 

where L is a certain ray arg z = 8. 0 :::::: 8 :::::: rr · We formulate the final result: The space CO of 
Because of the inequality (5.4) the integral (6.1) generalized functions and the space of functions 

converges absolutely in the half-plane of 6 defined analytic in the upper half-plane Im z > 0 whose 
by the inequality Re 6 eH8+rr 12) > E > 0. The boun- increase in the closed upper half-plane is slower 
dary li':le of this half-plane is perpendicular to the than that of any exponential are two dual spaces in 
ray e- 1( 8 +7r/2) and cuts off on this ray a s!'lgment of the sense of Fourier transformation. Equations 

length E (see Fig. 5). If 0 < 82-81 < rr, then the (5.2) and (6.1) are the direct and inverse Fourier 
half-planes in which the integrals ( 6 .1) taken over transformations that carry these spaces into each 
the rays L 1 and L2 are regular overlap over a other. 

certain angle and are equal at points in this angle; If the space CO were replaced by another space 
therefore with different choices of L the integrals of generalized functions in which the locality prin-
(6.1) are each other's analytic continuations. Any ciple holds, then the elements of the dual space 
point 6 not on the positive semiaxis falls in some would as before be analytic functions in the upper 
half-plane of regularity; i.e., UT ( s) is regular half-plane, and for Im z > o > 0 would increase 
outside the semiaxis 6 :::=: 0. more slowly than any exponential, but nothing 

We shall show that the transformations (5.2) could be said about the increase along the real 
and (6.1) are mutually inverse, i.e., that axis. As is shown at the end of Sec. 5, the limiting 

~ e-it;z dz. _!_ ~ uT( ~i) eit;,z d~1 = uT( ~). 
L 2n r 

(6 _2) equation (5. 7) holds in this case also. 
Example. Let If ( z) = iz ln z; then 

Here the meaning of UT(U is (T, 1/2rri(6- T)). 

The decrease of the function UT ( 6) at infinity is 
not slower than &-1 [ cf. (4.3)], and therefore in 
the region external to the semiaxis the Cauchy 
formula 

holds. We can take as the ray L any ray arg z 
'(8+ '2) = 8 0 :::::: 8 :::::: 11' for which Re s e 1 7f I > 0. If be-

s id~s this the condition Re ( 6 - 6 1) ei(a+rr / 2) > 0 

FIG. 5. 

+oo 

uT(~) = i~ e-i!;z z ln zdz = i(y- i + in/2 +In ~)n2, 
0 

where y is the Euler constant. It follows from 
(4 4) that 

(T, f)= ~ j(~) UT (~) d~ = 2n/(1)- (y + 3n2) f' (0) 
r 

00 d~ 1 

- 2n ~ /(~) Tz -1- 2n~ f"m ln ~d~. 
1 - 0 

T ('t) = 2n6 ('t- 1) + (y + 3n2i) 6' ('t) 

00 1 

-2n~ 6(T-s)dS/s2 +2n~6"(T-~)ln~d~. 
1 0 

The last term in T ( T) determines the asymptotic 
behavior of T ( z). 
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7. THE ASYMPTOTIC AMPLITUDES, AND 
RELATIONS BETWEEN THE CROSS 
SECTIONS OF PARTICLES AND ANTI­
PARTICLES 

Let us list the properties of A ret ( k0, t) and 
A!dv ( ko, t). oo 

1. The function A~et ( k0, t) is analytic in the 
upper half-plane Im k0 > 0. In any fixed half­
plane Im k0 2:: o > 0 the function A ( k0, t) in­
creases more slowly than any linear exponential, 
and satisfies the limiting equation 

1 " 
lim-R ~ ln+IA,.,ret(Rei8, t) I sin8d8 = 0. (7 .1) 

0 

It has been shown by R. and F. Nevanlinna [ tt] 

that the relation (7 .1) is the most general condition 
for the validity of the generalized maximum prin­
ciple of Phragmen and Lindelof. If (7 .1) holds and 
along the real axis I A ( k0 ) I :"':' M, then in the entire 
upper half-plane lA (k0 )1 < M. According to 
LindelOf's theorem (cf. e.g.,C 12 •13 J), if for k 0 

- 'f oo the function A ( k0 ) goes to finite limits 
A ( - oo ) and A ( + oc) and A ( - oo) "' A ( + oc ) , then 
the function A ( k0 ) is unbounded in the upper half­
plane, and consequently cannot satisfy the condition 
(7 .1). This theorem remains valid for any region 
obtainable from the upper half-plane by an arbi­
trary finite deformation. 

The function A!dv ( k0, t) has analogous proper­
ties in the lower half-plane. 

2. There is crossing symmetry: A!:et ( k0, t) 
= A! adv ( k6' t). 

3. The amplitudes A~et ( k0, t) and A ret ( k0, t) 
are asymptotically equal in the physical region of 
the reaction p + k- p' + k', and the amplitudes 
A!dv ( k0, t) and Aadv ( k0, t) are asymptotically 
equal in the physical region of the cross-reaction. 
The meaning of this statement is explained in Sec. 
2. 

We note, though it is not important for what 
follows, that if the amplitude A ( k0, t) is analytic 
and 

1 " 
lim R~ln+IA(ReiB,t)llsin8ld8=0, (7.2) 

_,. 

then A~et and A!dv are also asymptotically equal 
to Aret and Aadv at complex infinity. 

It follows from property 3 that in the determi­
nation of asymptotic relations between the cross 
sections of particle and antiparticle at high ener­
gies we can replace the actual scattering ampli­
tudes by Aret(k0, t) and A!,dV(k0, t). 

00 

The significance of this is that the asymptotic 
amplitudes are analytic and satisfy the generalized 

maximum principle of PhragmE'm and Lindelof and 
the crossing symmetry A~et(k0 , t) =A:,adv(k~, t). 
As has been shown in [ 12, 13], precisely these prop­
erties are needed for the proof of Pomeranchuk's 
theorem and its various sharper forms. 

We present the simplest argument of this type. 
We assume that the amplitudes Aret( k0, t) and 
AadV(k0, t) are analytic and satisfy (7.1), i.e., 
they satisfy the generalized maximum principle. 

According to the optical theorem the total 
cross sections CJ'+(k0 ) and CJ_(k0 ) of the reaction 
and the cross-reaction can be expressed in terms 
of the amplitudes and the three-dimensional 
momenta 

a+(ko) = ImAre1 (ko, 0) 11~fii, 

0'-(ko) = lm Aadv(-ko, 0) 11ko2 - ~t2 • 

The first of these expressions is taken at the 
point k0 + iO of the upper side of the right-hand 
cut, and the second at the point - k0 - iO of the 
lower side of the left-hand cut. It follows from 
the crossing symmetry, Aadv (- k0 - iO) 
= A*ret( -ko + iO), that when we go from the 
lower side of the left-hand cut to the upper both 
numerator and denominator change sign, and 
therefore 

0'-(ko) = lm A ret ( -ko) I 1/ko2 - ~t2 • 

Thus the total cross sections CJ'± ( k0 ) are the 
imaginary parts of the same analytic function 

<D(ko) = Aret(ko) I 1/ko2 - ~t2 

at points k0 + iO and - k0 + iO on the upper sides 
of the cuts. We assume that finite limits 
<I> ( - oo) and <I>(+ oo) exist; then lim CJ'± ( k0 ) 

= Im <I> ( 'f oo ) . 

The function 4 ( k0 ) satisfies the condition (7 .1), 
and therefore according to the Lindelof theorem 
(see Point 1 above) <I>(-oo) = <I>(oo), and the 
Pomeranchuk theorem is proved. Logunov, 
Todorov, Nguyen Van Hieu, and KhrustalevC 14 ] 

have remarked that this at.the same time proves 
that the differential cross sections for forward 
scattering are equal, since these cross sections 
are proportional to I <I> ( k0 + iO) 12 and 
I <I> ( - ko + iO) 12. For further details see [ 12- 16 ] 

We can consider the function <I> ( k0 ) not in the 
entire upper half-plane but only in the neighbor­
hood of upper infinity, so that a finite number of 
singularities of the amplitude A ( k0 ) is without 
importance. This is particularly important in 
extending the Pomeranchuk theorem to cover 
inelastic processes. 

Actually it has not been established that 
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A ret ( k0, t) and Aadv ( k0, t) are analytic and 
satisfy Eq. (7 .1) [analyticity for small t has been 
proved only with special assumptions about the 
character of Fret ( x) and Fadv ( x)], but, as we 
have shown above, in proving the asymptotic rela­
tions between these amplitudes we can replace 
them by the amplitudes A~et ( k0, t) and 
Aadv(ko, t). 

00 

Accordingly the Pomeranchuk theorem and 
analogous theorems for the differential cross sec­
tions are true without any assumptions about the 
analyticity of the scattering amplitudes. In par­
ticular, they hold for any value t -s 0 of the 
momentum transfer. 

8. DISPERSION RELATIONS 

Suppose it is known that for a given fixed value 
of the momentum transfer t the actual amplitude 
A ( k0, t) is, apart from two pole terms, an analytic 
function in the plane with the cuts ( - oo, -a), 
(a, + oo). The question arises as to the conditions 
under which we can write for the amplitude 
A ( k0, t) a dispersion relation with a given number 
of subtractions. The pole terms are unimportant, 
and the subtractive procedure reduces to division 
by a polynomial of appropriate degree; therefore 
it is sufficient to derive the condition for writing 
a dispersion relation without subtraction for a 
function A ( k0 ) which is analytic in the plane with 
the cuts and has the symmetry A ( k~ ) = A* ( ko). 
The usual requirement for this is that A ( k0 ) go 
to zero with a power law at all complex infinity. 
The actual requirements are much less demanding. 

By a dispersion relation we mean a relation 

The integral in this formula can be interpreted in 
different ways. For example, we can take it to 
mean the principal value, i.e., the limit of the 
integral 

for R-oo. We adopt a simpler assumption, 
namely that the integrals in the dispersion rela­
tion (8.1) converge absolutely. 

If the Cauchy formula holds for the function 
A ( k0 ), then 

A(k )=-1 I A(ko') dk' (8.2) 
0 2:rti J ko' - k 0 ' r 

where r is the complete boundary of the cut plane, 
i.e., the integral is taken over the upper and lower 

edges of the cuts. Since A( k0 - iO) =A* (k0 + iO), 
the dispersion formula follows from the Cauchy 
formula. The same question arises now as before: 
in what sense are we to understand the integral in 
the formula (8.2)? It is simplest to assume that 
the integral in the Cauchy formula converges ab­
solutely. As has been shown earlier,[iBJ the nec­
essary and sufficient condition for the validity of 
the Cauchy formula so understood is that (7. 2) 
hold. 

Thus from the absolute convergence of the 
integral along the boundary 

\ IA(ko') I ldk 'I< +oo (8.3) 
~ lko'l 0 

and the equalities (7 .2) there follow the Cauchy 
formula and the dispersion relation ( 8.1) But 
the dispersion relation (8 .1), and indeed also with 
the absolutely converging integral 

-t l.!.rn_~(ko') I dk I+ r I ImA (ko1.l dk I< +oo (8.4) 
J lk 'I 0 J lk 'I o 

-00 0 0 0 ' 

can also hold when the integral (8.3) diverges. It 
can be shown, however, that from the dispersion 
relation (8.1) with the condition (8.4) it follows 
that the integral 

~ I A ( ko') 11-e 
~r lkol* ldlco'l < +oo (8.5) 

converges for arbitrarily small E > 0. Equation 
(7. 2) then holds also. 

Thus the conditions (7 .2) and (8.3) are sufficient 
conditions, and (7 .2) and (8.5) are necessary con­
ditions, for the validity of the dispersion formula 
(8.1). There is very little spread between these 
conditions. It is clear that the conditions (7. 2) and 
(8.4) do not guarantee the validity of (8.1). This 
follows from the fact that these conditions are not 
spoiled by adding to A ( k0 ) an arbitrary poly­
nomial with real coefficients. 
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