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The analytic properties of the scattering amplitude as a function of energy and momentum 
transfer are investigated in the quasioptical approach, i.e., in the framework of a potential­
scattering problem with a complex potential and an equation which implies the relativistic 
two-particle unitarity condition. The analysis is carried out with the aid of a Fredholm 
series. It is shown that such an amplitude does not possess a Mandelstam representation 
but admits one-dimensional dispersion relations in each variable, with the other variable 
held fixed within a certain range. 

1. INTRODUCTION 

IT is the aim of the present paper to investigate 
the analytic properties of the scattering amplitude 
in the quasioptical approach [1]. Already in the 
work of Charap and Fubini [2] and later in the work 
of Chew and Frautschi [3] the idea had been ex­
pressed that the concept of potential might have a 
certain sense in some problems of quantum field 
theory. The "quas ipotential" description of the 
scattering problem in quantum field theory is es­
pecially interesting, since Regge [4] has developed 
the technique of complex angular momenta for 
potential scattering; it is particularly in quantum 
field theory, that the most advantageous aspects 
of this technique may become apparent, owing to 
the presence of crossing symmetry. 

The Schrodinger equation with a potential has 
been well studied. However the potentials ob­
tained before [2, 3] have not served as a basis for 
a complete description, since it had already been 
clear at that time [5,(' that in order to obtain the 
results of quantum field theory it was not only 
necessary to select potentials of a special type, 
but also to modify in a certain way the Schrodinger 
equation itself. Such a modified equation has been 
found in the papers of Logunov and Tavkhelidze [1] 

devoted to the quasioptical approach. 
In the quasioptical approach one exploits the 

advantage of the two-particle problem, which can 
be formulated in mechanical (particle) and not in 
the field-theoretical form. The equation and the 
form of the potential are selected in such a 
manner that the amplitude has the same structure 
as the corresponding field-theoretical amplitude. 
It is obvious that in this case the potential must 
depend on the energy in such a manner that it 

becomes complex starting from a certain value -
the threshold of the inelastic processes. The 
imaginary part of the potential has a simple 
physical interpretation: it reflects the influence 
of inelastic processes on the elastic channel. This 
implies the definiteness of the sign of the imagi­
nary part Im V ( s + i£, t) > 0 for s > s 0, or the 
absorptive character of the total potential. The 
condition that the potential be absorptive implies 
a spectral type of dependence of the potential on 
s[5J. Finally, the potential is chosen to be "spec­
tral'' also in t, i.e., to be a superposition of 
Yukawa potentials. This guarantees, as will be 
seen, the existence of dispersion relations in t 
for the scattering amplitude in a certain energy 
domain. Thus a certain correspondence with 
quantum field theory is obtained. 

Thus, finally, the potential of the quasioptical 
approach has the form 

00 

V (s t) = ...!_ \ dv cr (s, v) 
' n .) v-t ' 

( 1.1) 

p.' 

where, in turn, 
00 

a (s v) = ...!_ (' ds' Imcr(s', v) 
' n .) Ls'-s 

s, 

The form of the equation for the scattering 
amplitude will be determined from the condition 
that, in the region where the potential is real, the 
unitarity condition for our amplitude coincide ex­
actly with the two-particle unitarity condition in 
quantum field theory: 

A+ (p, p') -A (p, p') = 2n:i ~ A+(p,p"){) 

x [(p2- p"2) V p2 + m2] A (p"' p') dp" = 2;: ~A+ (p, p") 

X {) (V p2 + m2 - V p"2 + m2) A (p"' p ') dp". ( 1. 2) 

232 
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Selecting the amplitude in the form will be 

A= ll + V{(E2 - p2 - m2) y-p2+ m2 + ie- vr1V. 
( 1.3) I (pcx, Pll) = V (E, Pcx - Pll) 

we get, in the region where the potential is real, 

A+- A = 2A+ie {[(£2- p2 - m2) y-p2 + m2 )2 + e2}-l A. 

Observing that 

ie {[(£2 _ p2 _ m2) y-p2 + m2)2 + e2}-l 

= in() [(£2- p•- m2) V p2 + m2) 

and rearranging the delta function by the standard 
procedure to the form o (.{p2+ m2 - ..j p'2 - m2 ), 
we obtain the unitarity condition precisely in the 
form (1.2). 

Thus the selection of the amplitude in the form 
(1.3) allows us to satisfy the principal correspond­
ence condition. On the other hand, the same equa­
tion is the sought-for Lippman-Schwinger equation 
for the scattering amplitude. 

This equation and the corresponding equation 
for the wave function 

(£2_ p2- m2)V p2+ m2 'ljJ (p)- ~ V (E, p ....... p') 'ljJ (p') dp' = 0 

( 1.4) 

were the starting point of a series of papers L1' 7' a] 

devoted to the quasioptical approach, in which the 
analytic properties of this equation and its connec­
tions with the Mandelstam representation in 
quantum field theory and with the Regge asymp­
totic behavior have been investigated, mainly 
within the framework of perturbation theory. 

Among these papers the one closest to the 
present one in method is the paper by Arbuzov L7J, 
where the analytic properties of partial wave 
amplitudes in the s-plane are investigated. In the 
present paper we investigate the analytic proper­
ties of the full scattering amplitude in the s and 
t variables by means of the Fredholm method. 

2. THE STARTING EQUATIONS AND GREEN'S 
FUNCTIONS 

The equation for the wave function 

(£2_ p2- m2) V p2+ m2 'ljJ (p) _ ~ v (E, p _ p') 'ljJ (p') aap' =0 

(2 .1) 

differs from the usual Klein-Gordon equation by 
the presence of the kinematic factor .J p2 + m2. 

The Green's function for this equation has the 
form 

and therefore' the corresponding Lippman­
Schwinger equation for the scattering amplitude 

+ ~ ___c!L v ( ) f (p, p{l) 
3 Pcxo P . . , 

(2:rt) [(E + uo) 2 - p•- m2] V p 2 + m• 
(2.3) 

where Pa and Pf3 are the momenta of the initial 
and final states. 

We also need the Green's function in the co­
ordinate representation, which can be obtained 
easily by utilizing the spectral representation of 
the square root: 

00 

---:-==:- - ( 2 .4) 1 ~ d~ v p2 + m• - n v~ (~ + p2 + m•). 
tl 

We obtain 
-1 r ..!!i_ { eik I x-y I_ e-V ~+m'lx-yl} 

Go (x, y) = 4n"l X- y I ~ v~ k2 + m• + I; . 
0 (2.5) 

In establishing the analytic properties of the 
scattering amplitude corresponding to Eq. (2.1) 
we shall use the resolvent representations ob­
tained by means of the total Green's function 

G = {[(E + ie)2 - p2 - m2 ) V p2 + m2- V (E, p- p'W1 • 

We shall use two such representations: 
(2.6) 

I (p", Pll) = ll (E, Pcx- Pll) 

+ ~ (:~)" ll (E, Pa-p) G (pa, p) V (E, p- Pll), (2 .7) 

I (p .. , Pll) = V (E, Pa- Pil) 

- 1n ~ dr dr'ei <Par-pllr'>v (r) V (r') G (r, r', k), 

p; = p~ = k2 ~ s =£2-m2, (2 .8) 

where the second representation is easily obtained 
from the first by means of a Fourier transform. 
Having in mind the application of the Fredholm 
method, we also rewrite the resolvent representa­
tion in the form 

I (pcx, Pil) = V (E, P~- Pil) (2.9) 

+ I. dp' N (p<X, p', k) v (p' - p 'E) 
~ (2:rt)3 D (k) {l 

and 

I (Pcx• Pll) = V (E, Pa- Pll) 

- _!_ \ dr dr' ei (pcxr-p~r') N (r, r'; k) V (r') 
4:rt J D (k) . 

(2.10) 

Here N and D are the Fredholm numerator and 
denominator in the respective representations. 
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3. ANALYTIC PROPERTIES IN THE ENERGY 
VARIABLE 

In order to establish the analytic properties of 
the scattering amplitude in the energy variable k2 

we start from the form (2.10). 
Since the quasioptical potential is spectral with 

respect to k2, we must consider the second term 
in the right-hand side of (2 .10)1): 

F(p p)=-1\drdr'ei\(Pa;r-p/3r')N(r,r';k)V(r') (3.1) 
a;, /3 4:rt J D (k) . 

In order to establish its analytic properties it 
is necessary to investigate the analytic properties 
of the numerator N ( x, y; k) and of the Fredholm 
denominator D ( k) and also the convergence 
properties of the integral. N ( x, y; k) and D ( k) 
are expressed by the well known series: 

N (x, y; k) = K (x, y) 

~ (-1)n 1 ~d ~d N(n) (k· • ) + L..i -- - 1 x1 • • • Xn , x, y, X 1 ••• Xn , 
(21t)3n n 

n=1 (3.2) 

00 

. ~ (-it 1 ~ ~ d · (n) (k· ) D (k) = 1 + -- -1 dxl . . . XnD ' xl ... Xn ' 
n=1 (21t)3n n 

( 3 .3) 

where 

K (x, y) = G0 (x, y) V (y), ( 3 .4) 

and N(n) ( k; x, y; x 1, ... , Xn) and D(n) ( k; x 1 ... 

xn) are the Fredholm determinants, expressed in 
the standard way in terms of the kernel K ( x, y). 

We note that since the Green's function 
G0 ( x, y) has no singularity in the point where its 
arguments coincide [this can be seen from the 
representation (2. 5)] there is no need to use the 
iterated equation, as has been done by Khuri LS], 

or to replace the diagonal elements of the deter­
minant by zeros, following the example of Jost 
and Pais l:Jo]. 

We now estimate the integrand in Eq. (3.1). It 
is obvious that it will essentially be determined 
by the estimate of the Green's function 

_ 1 eik I r I 
G (r)- G + G -

- 1 2 - 4Jt I r I V k• + m• 

00 

+-1- \ ~exp{-V~Irl} 
4n' I r I J y ~ k2 + m2 + e 

0 

( 3. 5) 

1 >In reality, our potential V is always a function of the 
parameter k' with a cut along the real k' axis. Wherever this 
is inessential, we will omit this dependence, in order to sim­
plify the notation. 

We estimate the second term for real k 

From this we obtain an estimate for Im k > 0: 

where 

w = min {Im k, m}, 

from which we obtain an estimate for the funda­
mental kernel K ( x, y): 

e-"' I x-y I I V (y) I 
IK(x,y)J< fk•+m" 4nlx-yl 

These estimates allow us to majorize the 
Fredholm numerator N ( k; x, y). Indeed, the 
general term of the determinant has the majorant 

V (y) V (x1) V (xz) 
INn (k; X, y; X1 · · · Xn) I < (k• + m•)(n+l)/2 1 x- x 1 I ' IX1- Xzl 

V (xn) 
I xn-1- xn 1·1 xn- y I exp {- w ( I x - x11 + I xl - x21 + 

· · • + I Xn-1- Xn I +I Xn- Y I)}. 

Applying successively the triangle inequality to 
the exponent and noting that 

one obtains directly the following inequality for 
the general term of the Fredholm numerator 

I~ dx1 ••. dxnN<n) (k; x, y; x1 •.. Xn) I 
-oo I x-yl 

< M (k2 ~ m2)(n+1)/2 V (y), 

where M = NAn- 1. 

( 3.6) 

From here it already follows directly that the 
series (3.2) converges uniformly with respect to 
k and represents an analytic function of k in the 
whole k plane with purely kinematical cuts along 
the imaginary axis [± im, ± i 00 ] and with a cut 
along the real axis due to the cut in the potential 
v. 

For the total N ( k; x, y) we have 
-oo I x-y I 

IN (k, x, y) J < c .v v (y). (3.7) 
k2 +m2 

The anafyticity and convergence properties of 
the series ( 3 .2) and ( 3 .3) are completely identical. 
Therefore the Fredholm denominator D ( k) 
exists and is an analytic function of k in the 
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whole k plane with cuts along the imaginary and 
real axes. 

Returning to the scattering amplitude f ( Pa, 
Pf3), we rewrite Eq. (3.1) in the form 

F (pcx, Pll) = ~: ~ dxdy exp {i [ Vs- r:2/4 n(x- y) 

+ x+y]} V ( )N(k; x, y) 
"C 2 X D (k) ' 

where 

n = (Pcx + P!l)/1 Pcx + Pill· 

Hence, using the estimates obtained above, we 
obtain 

IF (Pcx• Pll) I< 14Jt V~+ m2 D~k) 

( 3.8) 

X ~dx dyexp [q/s- ~· n (x- y)J 
X ll (x) V (y) e_, I x-y IJ. (3.9) 

We are interested in the behavior of F ( p 0 , Pf3) 
for physical values of T on the real k axis, and 
also in the upper half-plane Im k > 0. 

On the real axis 

IF (pcx, Pll) I < 14n V ~ + m• Dr~k) ~ exp {I~ I l_x- y I} 
X V (x) ll (y) dx dy I 

and, consequently (due to the definition of the po­
tential ) F will be an analytic function of k on the 
real axis with the cuts I k I > k 0 with the usual 
restriction I T I :S 21J imposed on the momentum 
transfer. 

We go over now to an analysis of the complex 
plane. We observe that 

V (x) V (y) < canst e-p.(x+Y) <canst e-P. I x-y I, 

and also 

Im Vs- r:2/4 1~ Im k for Im k > 0. 

Consequently, we see from Eq. (3.9), that the 
amplitude F ( Pa• P{3) is an analytic function in 
the strip2) 

( 3 .10) 

Remembering that the total scattering ampli­
tude is f = V + F and that the potential V ( s, t) is 

2 lThe scattering amplitude will also have the well-known 
kinematic cut [im, i oo] due to the occurrence of the factor 
(k2 + m2/!, in front of the integral (3.9). This cut can be 
easily eliminated and we will not mention it any more in what 
follows. 

by assumption an analytic function of k with a cut 
in the k plane (I k I > k 0, lm k = 0) we conclude 
that the amplitude f ( k, t) is an analytic function 
of k in the strip I lm k Is ( m + /.1) with cuts 
along the real axis: 

Imk = 0, Imk = 0, 

which have their origin in the branch points of the 
integral (3.8) and the branch point of the potential, 
respectively. 

Further, we succeed in extending the initial 
analyticity domain by means of the well-known 
procedure (cf., e.g., Lil]) which utilizes the possi­
bility of continuing Yukawa potentials into the 
complex domain of z ( Re z > 0). In its usual 
form this technique starts out from the equation 
for the wave function 

(Lz (k) + llz) \jJ (k, z) =0 (3.12) 

along a fixed ray z = p exp ( i8 ) ( -n /2 < e < n /2 ) ; 
it is easy to see that in this case the explicit form 
of the operator Lz implies that the equation be­
comes 

(Lp (k') + V~) \jJ (k', p) =0 (3.12') 

where k' = k exp( i8 ), VP = V(p exp( i8) exp(2i8 ). 
Obviously the new potential possesses all the 

properties that V does. Therefore, if the solution 
of Eq. (3.12) is analytic in a certain domain with 
respect to k, the solution of (3.12') will be ana­
lytic in the same domain with respect to k'. In 
the k plane this analyticity domain will differ 
from the analyticity domain of the original solu­
tion. It is clear now, that if the solution ( 3.12), 
after being analytically continued with respect to 
z onto the same ray z = p exp i8, coincides with 
the solution of the ( 3 .12'), then it will be analytic 
in the k plane in the union of analyticity domains 
of the two solutions in this plane. Varying the 
angle e in its admissible limits, we find that the 
total analyticity domain r of the initial solution 
is obtained from the initial analyticity domain r 0 

by adding to the latter all domains which are ob­
tained from r by means of the transformation 
k- k exp i8 with arbitrary 8E( -n/2, n/2 ). 

In order to extend the initially obtained domain 
(the strip I Im k Is ( m + /.1) with cuts), we carry 
out the same reasoning for our particular case. 
First of all, it is obvious, that the integral form 
of the operator L which has been used until now, 
does not allow us to use a reasoning in which z 
and k have to be free variables. 

We therefore start from the differential equa­
tion for the wave function 
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(:lz(k, m)+ Vz(k2)) 'ljJ (m, k, z) 

( 3 .13) 

Transforming this equation to the ray z = p exp il3, 
we obtain 

(:lp (k'' m') + v~ (k2)}'1jl = 0, (3.13') 

where :;e is the same operator and 

The difference from the usual case consists, 
first, in the fact that one carries out a supplemen­
tary substitution of the parameter m and, second, 
the potential does not participate in the substitu­
tion k - k exp i13, depending only on the original 
variable k2. Obviously, the first point is inessen­
tial, since the substitution m- m exp il3 does 
not change the form of the operator :l and the 
only thing which has to be checked is that there 
appear no new singularities due to this substitu­
tion. 

One can establish this, for instance, consider­
ing the Born expansion of the solution, in which 
the m dependence enters only via the Green's 
function {( E2 - p2 - m 2 ) (p2 + m 2 ) 112 }- 1. It is 
obvious that under the substitution m- m exp il3 
with I e I < rr /2 there appear no new singularities. 

Let us consider the second point of difference. 
It boils down to the fact that by conserving the 
form of the operator :tp which we must do to 
prove that the solutions of Eqs. ( 3 .13) and ( 3 .13') 
coincide, we cannot tell at first glance whether 
this operator depends on the parameter k or k'. 
We therefore use the following reasoning. Con­
sidering (3.13) and (3.13') with their connecting 
substitution (3.14) we can prove the identity of 
their solutions in the usual manner, since in the 
form (3.14) the potentials differ from each other 
in exactly the same manner as in the usual rea­
soning. Thus the identity of the solutions ( 3 .13) 
and (3.13') is proved. 

It remains to be shown that Eq. (3.13') really 
depends only on k' and therefore its solution will 
be analytic in k' in the analyticity domain of the 
initial solution with respect to k. We use for this 
purpose the analyticity of the potential 

00 

V (k2 ) = ~ \ ds' v (s'' x) 
,x nJ s'-k2• 

k2 
0 

This equation shows that V can be easily trans­
formed to a form in which it will depend on k' 2 : 

00 

V (k'2, x) = ~ ~ ds':,~·;~. 
k~e2i0. 

This proves not only that the solutions coincide, 
but also that the new solution possesses the re­
quired analyticity domain with respect to k'. 

By the same token, the analyticity domain of 
the wave function in the k-plane has been extended 
to the union of the analyticity domains of both 
solutions in this plane. Comparing the Fredholm 
equations (2.3) and (2.4) we conclude that the 
scattering amplitude will possess the same ana­
lyticity domain. 

Summing the analyticity domains correspond­
ing to all values of 13 in the interval ( -rr /2, rr /2) 
we reach the conclusion that the total analyticity 
domain r of the scattering amplitude will consist 
of all points of the form k = k 0 exp il3, where ko 
belongs to the initial analyticity domain r 0• i.e.' 
the strip I Im k I :<:= ( m + f.l) with cuts. This will 
be the whole complex k plane with the following 
cuts: 

Rek = 0, 

along the imaginary axis 

Imk=O, \RekJ).T/2; lmk = 0, I RekJ ).k0 • 

( 3 .15) 
We note that in obtaining the domain r from 

r 0 we naturally find branch points on the real 
axis in the plane k' = k exp il3. However, if we 
first consider small values of 13, it always turns 
out that upon returning to the k plane the new 
branch point will be situated in a region where 
the analyticity had already been proved by a direct 
method. This means that in reality this branch 
point does not actually exist. Going over gradually 
to larger values of 13, up to 13 = rr /2 - £, we can 
see each time that the new branch point will be 
situated in a region where the analyticity is al­
ready proved, and that therefore these branch 
points do not actually exist. 

To conclude the analysis it remains to con­
sider the spectrum of the eigenvalues. This is 
easily achieved by means of a modification of the 
reasoning which is usually employed [5]. Consider 
the quantity W = (p2 + m 2 )-112 V. Equation (2.1), 
when expressed in terms of W, formally coincides 
with the ordinary Schrodinger equation. Therefore 
it is easy to establish the relation 

~ dxj 'ljJ (x,s) 1
2 (Im W (x, s)- Ims) =0. ( 3 .16) 

The condition that the potential V be absorptive 

sign lm V =-sign Ims (3.17) 

immediately implies a similar condition for W. 
Therefore, as in the usual case, Eq. (3.16) can be 
satisfied only for Im s = 0, i.e. the eigenvalue 
spectrum for s is localized about the real axis. 
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As shown above, the positive semiaxis is occupied 
by the continuous spectrum, and the discrete 
spectrum, if it exists, is consequently located at 
negative real values of s. 

Thus the foregoing investigation of analytic 
properties of the scattering amplitude, allows us 
to write down a dispersion relation for this ampli­
tude with respect to the variable s: 

-(m+p.)' 

I (s, t) = IB (s, t) +- -, -. lml (s', t) 1 ~ ds' 
n s -s 

-00 

00 

1 ~ ds' r. +- -, -lml(s',t) -J.· ~-'-, n s-s L.Js-s. 
0 i 1. 

(3.18) 

which is valid for t < -4t-t2, and possibly requiring 
several subtractions. We have not investigated 
this latter point. 

4. THE ANALYTIC PROPERTIES OF THE 
SCATTERING AMPLITUDE WITH RESPECT 
TO THE MOMENTUM TRANSFER 

The starting point of our investigation will now 
be the resolvent representation (2.9), where 

N (k; p,., p) = K (pa, p) 

00 

+ ~ (-1)n 1 ~d ~d N<n) (k· . ) .LJ ------a1inf PI.. Pn ,pa,p,pl .. ·Pn 
n=l (2 n) 

and the determinant is 

N<n) (k; Pa, p; PI .. • Pn) 

( 4.1) 

I (pa, p~) - V (E, Pcx- PJl) = F (pa, Pll) 

= ~ dfl1 df12a (s, f11) a (s, f12) ~ dp1dP2 [fli + (Pa - P1)2]-I 

X G (s; P1P2) [fl~ + (p2 - P!l)2)-l. 

Introducing the Lehmann variables [1 2] we rewrite 
F ( Per• P{3) in the form 

F (pa, Pll) = ~~ df11 df12a (s, !11) a (s, f12) 

Taking the integral with respect to da, and in­
troducing a delta function, we obtain 

F (pcz, Pll) = ~~ dfll df12a (s, 1!1) a (s, 1!2) 

X rt dA. dA. r d \ d II [y- (A.tA.z + V(A.i -1) (A.~ -1))1 
j.) 1 2 .) X. .) Y y- cos (6- X) 
),() 0 

( 4.3) 

Here W is the complete Green's function G, 
multiplied by an algebraic function of A. 1 and A.2 

and integrated with respect to I-tt and t-t2 with ap­
propriate weight functions. The Green's function 
G can be represented by the Fredholm series, 
the terms of which are (apart from inessential 
factors) the Fourier transforms of the terms of the 
corresponding series in the x-representation. As K (Pa• P) 

K (pt, P) 

K (Pn• P) 

K (Pcx• Pn) 

K (pt, Pn) 

0 

(4.2) has been shown in Sec. 3, this latter series con­
verges uniformly for physical values of the vari­
ables t and k. Blankenbecler et al. l12J have proved 

The denominator D ( k) has obviously nothing to 
do with the analytic properties with respect to t 
and we will not consider it here. 

In order to establish the analytic properties 
we are interested in, we have to prove the uniform 
convergence of the Fredholm series for the scat­
tering amplitude and also find the analyticity 
domain in the t-plane for each term of this series. 

To solve the problem of convergence of the 
Fredholm series one usually makes use of the 
Lehmann representation (cf. [t2]). However, a 
weaker result is sufficient for the proof, and we 
will establish this result. Substituting 

N (k; Pa, p)jD (k) = ~ dp1V (Pcx- PI) G (PI· p; k) 

in (2.10) we obtain 

that the convergence for such values of t and k, 
translated into Lehmann variables, means con­
vergence within the whole range of integration in 
( 4 .3). 

The remainder of the proof coincides entirely 
with the one described in the Appendix of L12J. 
Substituting into (4.3) the series expansion of zj!, 
which converges uniformly in the range of inte­
gration, it takes an elementary £-6 reasoning to 
show that the corresponding series for F is also 
uniformly convergent, at least for all those values 
of t which are not singular for any one of its 
terms. 

Thus the representation ( 4. 3) is sufficient in 
order to establish the convergence of the Fred­
holm series. We note that the Lehmann repre­
sentation is obtained from ( 4 .4) by changing the 
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order of integrations with respect to dy and also 
d/..1 and d/..2 . This latter step (in distinction from 
the change of order of the integration involving 
dy and the integration with respect to the weight 
functions of the representation of the potential) is 
legitimate, in our case, not for arbitrary values 
of s, as indicated by the example of the second 
Born approximation [14], where there is no ana­
lyticity inside the Lehmann ellipse. A completely 
analogous instance where a change in the order 
of integration is not allowed will be encountered 
below, and will be discussed there in more detail. 

We go over to the problem of the analytic 
properties of the individual terms of the series 
for the scattering amplitude. A term with arbi­
trary n in ( 4 .1) will in turn be a sum of terms 
which are obtained by expanding the determinant 
N(n) ( k; p, p; p 1, ... , Pn) and contain different 
numbers l s n of factors K (Pi· Pi+ 1 ). Therefore 
the general term in the series ( 4 .1) will have the 
form 

... V (pz- p), ( 4 .4) 

where l s n and the function .P tn ( k) is the result 
of integrating with respect to the remaining mo­
menta PZ+t ... Pn· Substituting (4.4) into (2.10) 
(and replacing p there by pz+ 1 ), separating the 
integration with respect to dp? by means of a 
delta function, and utilizing th~ spectral repre­
sentation (1.1) for the potentials, we obtain the 
following representation for an arbitrary term in 
the scattering amplitude: 

p<n> (s t) = <D~n) (k) c rr!+l Ci (uj, !lj) d!lj dup (uz+l' 11!+2) d!LZ+2 
1 ' (2:rt)3D (k) J v 

i=l uj + m 2 (ui- s- ie) 

X ~ dp1 ..• dpz+I 

S (p~- u,) S (p~ - u2) ... S (pf+I- u 1+;) 
X ~~~~~~~~~~--~~~~------

[!1~ + (Pcx- Pt)2 ] [!1~ + (Pt- P2)2] • • • [!lf+2 + (Pz+I- P13)2] 

(4.5) 

There is no difficulty in establishing the ana­
lytic properties with respect to t of the internal 
integral jdp1 ... dpz+t• by making use of the fol­
lowing fundamental formula 

\ dpl S (p~ - u,) 

J [!1~ + (Pcx- Pt)2] l!li + (Pt- P2)2] 

(4.6) 
n \ dt, e cV!t- 111- 11•> e<~l 

= 2 J lt + (p CL- P2)2 v ~ 

where 

S 1/2 ((.1~ + S + Ut) 1 /z ( ft + S + U2) 

1/z (!1~ + u, + uz) 

= b. (flifl~ I sui u2l t1). 

for p~ = s, PI= u1, p~ = u2. 
It is immediately clear that successive applica­

tion of this formula permits one to obtain a spec­
tral representation for the whole integral 
J dp 1 •.• dpZ+t also. Let us however go through 
this procedure in more detail, since for what fol­
lows it is important to know the concrete form of 
the spectral function of the representation so ob­
tained. 

Thus, 

~ dpt ... dpz+I 

and we obtain, obviously, the well known result 

where 

In order to deduce from this the analytic 
properties of the whole term Ftn) ( s, t) it is 

(4.8) 

(4.9) 
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necessary to substitute (4.8) in (4.5): 

and to interchange the order of integration in the 
expression so obtained, putting the spectral inte­
gral 

at the beginning of the complete expression for 
Fjnl ( s, t). 

Thus, the possibility of changing the order of 
integration in ( 4 .10) is a necessary and sufficient 
condition for obtaining the spectral representation 
for an arbitrary term in the scattering amplitude. 
In turn, such an interchange is admissible if all 
integrals obtained in this process of changing the 
integration 1 imits are convergent. 

It is easy to see from (4.5) and (4.8) that upon 
successively interchanging the integrations with 
respect to dtz+t with all the integrations in (4.5), 

except with the integration with respect to duz+t• 
no integrals with a new structure, other than 
those present in the preceding order of integra­
tion will appear, and therefore no new convergence 
conditions will be imposed. The interchange of the 
integration with respect to dtz +1 with the one with 
respect to duz+t produces the integral 

J (s, tl+l) = ~ dul+l e (11) lV Uz+I + m2( Uz+I - s) ]-I 

x lV 11 (J-t2 , J-t2 1 su 1+I s J tz+I)l-1, (4.11) 

for which one has to investigate the convergence 
conditions. 

Applying the formula 
()() 

1 1 \ dl;. 1 
~Vr-u==+c===m"'z = 1t .l vT ~;. + u1+l + m2 ' 

l+l 0 

we obtain (cf. [14J): 

()() 

1 (' dl;. 1 
j (S, fi+I) = n ,) f~ S + m2 + 1;, 

0 

u+ 
(' du 1 

X .\ u + m 2 +I; V t1+l (u- u_) (u+- u) 
u_ 

(4.12) 

where the integration limits 

( 4 .13) 

are the roots of the determinant .6. 
The convergence of the integral J 1(s, tz+ 1 ) is 

violated only when u+ + m 2 = 0 when the integral 
has an end-point singularity; for u_ < m 2 + ~ < u+ 
the singularity of J 1 can be removed by deforming 
the contour of integration. Similarly the integral 
J 2 is not convergent only for U± - s = 0. 

Thus, conditions have been obtained for the 
impossibility of interchanging the integration 
limits in (4.10), so that the spectral representa­
tion (4.8) does not give any information about the 
analytic properties of Fjn)( s, t) in the t vari­
able, namely, for: 

u± -s = 0. (4.14) 

These conditions obviously determine those values 
of the fixed variable s, for which we do not suc­
ceed in establishing dispersion relations in t for 
the amplitude Ffnl( s, t). According to Eq. (4.13) 

the values of s which satisfy the first condition 
occupy in the s-plane the vertical line Re s 
= -( m 2 + J-! 2 ) and the s values which satisfy the 
second condition occupy the positive real semi­
axis. 

We note that for values of s which satisfy the 
second condition, the dispersion relation with 
respect to t exists in fact. Indeed, these values 
occupy only the right half of the real axis and in 
the remainder of the half-plane Re s > -( m 2 + J-! 2 ), 

including the real interval -( m 2 + J-t 2 ) < s < 0, 
the dispersion relation in t exists. 

Therefore above and below the semiaxis 
Im s = 0, Re s > 0, Fjnl ( s, t) is that branch of 
the analytic function of s and t which can be 
represented in the form 

00 

F(ln) (s, t) = _i_:rt (' dt' (n) ( t') 
\ t'-t'Pl s, . 

(l+l)'!J.' 

( 4 .15) 

The discontinuity of this function across the 
indicated semi-axis is zero, as can be easily seen. 
Therefore we can define the function Ftn) ( s, t) 
by continuity on the real positive s semi-axis 
by means of the same spectral formula (4.15), 
i.e., the dispersion relation in t remains valid 
also for values of s which satisfy the second 
condition of (4.14). 

Obviously, such a reasoning cannot be applied 
to the first condition, since the values of s which 
are determined by that condition separate com­
pletely the half-planes Re s > -( m 2 + J-! 2 ) and 
Re s < -( m 2 + J-! 2 ). Therefore, defining first the 
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scattering amplitude for physical values of s, we 
can continue the dispersion relation in t only up 
to the line Re s = -( m 2 + /J. 2 ) but not to the left of 
it. In other words, since the interchange of inte­
gration limits is valid to the left as well as to the 
right of the line Re s = -( m 2 + /J. 2 ), we can obtain 
spectral representations for Fjnl ( s, t) on both 
sides of this line. However we can never prove 
that these two expressions are the same branch 
of an analytic function. 

Thus the first restriction of (4.14) cannot be 
eliminated and therefore in the quasipotential ap­
proach we cannot prove dispersion relations in t 
for arbitrary s, but only for s values situated in 
the half-plane Re s > - ( m 2 + /J.2 ). The appearance 
of this restriction is not a peculiarity of the 
method employed, but seems to be a genuine 
property of the quasi potential scattering amplitude, 
since an actual calculation of the second Born ap­
proximation, carried out in L14J without using the 
spectral formula (4.6), indicates that for Res :s 

- ( m 2 + /J.2 ) the amplitude does indeed have ano­
malous singularities in the t plane. 

We note further that in ordinary Schrodinger 
theory such singularities do not appear, for then 
Eq. (4.11) does not contain the factor 1/(uz+ 1 

+ m 2 ) 112 and only the second condition of (4.14) 
remains, which is a restriction which can be 
easily eliminated. 

By virtue of the proved uniform convergence 
of the Fredholm series, the full scattering ampli­
tude will also possess all the analytic properties 
that have been obtained. We write down the de­
rived dispersion relation 

00 

1 1 at' 
f(s,t)=/B(s,t)+rr: .\ t'-timj(s,t'). 

4p.' 

(4.16) 

This relation is valid for Re s > - ( m 2 + /J. 2 ). The 
number of subtractions which is necessary in 
(4.16) is determined by the position of the pole 
which is farthest to the right in the Z-plane for a 
given energy. 

5. CONCLUSION 

The fundamental equation ( 1.4) of the quasi­
potential approach, which we have investigated in 
the present paper, has been obtained as a result 
of an attempt to unify the potential description of 
the scattering of elementary particles with the 
two-particle unitarity condition of quantum field 
theory. This inevitably (Sec. 1) introduces into 
the equations a kinematic factor 1/( p2 + m 2 ) 112 . 

When this factor is absent we have the ordinary 
Schrodinger equation, which admits of a Mandel-

stam representation for the scattering amplitude. 
It is easy to see that in our case such a repre­
sentation does not exist. Indeed, just because of 
the presence of the factor 1/( p2 + m 2 ) 112 [ cf. the 
text following Eq. (4.14)], the spectral representa­
tion in t is not valid for all values of s; on the 
other hand the dispersion relation in s has like­
wise been proved only under certain restrictions 
on t. The ensemble of these two dispersion rela­
tions does not allow us to derive from them the 
double spectral representation. 

Thus, the two-particle unitarity condition of 
quantum field theory in the framework of the 
quasipotential approach has turned out to be in­
compatible with the requirements of maximal 
analyticity in the form of the existence of a 
Mandelstam representation. The analytic proper­
ties in the quasipotential approach are more 
reminiscent of the situation encountered in simple 
dispersion relations in the framework of quantum 
field theory, where it is also possible to obtain 
rigorous proofs only when the free variable is 
suitably restricted. 

In connection with the technique of complex 
angular momenta it will be very interesting to 
investigate to what extent crossing relations can 
be introduced into the quasipotential approach, as 
one does in quantum field theory. In this connec­
tion we note that the appearance of the left hand 
cut in our case in the s dispersion relations has 
nothing in common with crossing properties, since 
it has been obtained in a one-channel theory, with­
out any account of crossed channels. In distinction 
from the right hand cut, this cut has no direct 
physical significance in terms of intermediate 
scattering states. 

The study of problems of crossing symmetry 
and the closely connected problems of analytic 
properties of partial wave amplitudes in the l 
plane seems to be most important for a further 
investigation of the quasipotential approach. 

In conclusion, the authors express their sin­
cere gratitude toN. N. Bogolyubov who called 
their attention to the importance of this problem 
and also toN. N. Bogolyubov, A. A. Logunov, 
A. N. Tavkhelidze, V. S. Vladimirov and 0. I. 
Zav'yalov for fruitful discussions. 

1 A. A. Logunov and A. N. Tavkhelidze, Joint 
Inst. Nuc. Res. Preprints E-1145, D-1191, D-1195. 
A. N. Tavkhelidze, Thesis, JINR, Dubna, 1963. 

2 J. Charap and S. Fubini, Nuovo cimento 14, 
540(1959). 

3 G. F. Chew and S. Frautschi, Phys. Rev. 124, 
264 (1961). 



SPECTRAL REPRESENTATIONS IN THE QUASIOPTICAL APPROACH 241 

4 T. Regge, Nuovo cimento 14, 951 (1959). 
5 J. Cornwall, M. Ruderman, Phys. Rev. 128, 

1474 (1962). 
6 G. F. Chew, S-Matrix Theory of Strong Inter­

actions, Benjamin, N. Y. 1961. 
7 Arbuzov, Logunov, Filippov, Khrustalev, 

JETP, in press; JINR Preprint R-1318. 
8 0. A. Khrustalev, Thesis, JINR, Dubna 1963. 
9 N. Khuri, Phys. Rev. 107, 1148 (1957). 

10 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
11 Bottino, Longoni and Regge, Nuovo cimento 

23, 954 ( 1962). 

12 Blankenbecler, Goldberger, Khuri and 
Treiman, Ann. Phys. (N.Y.) 10, 62 (1960). 

13 H Lehmann, Nuovo cimento 10, 578 ( 1958). 
14 Zav'yalov, Polivanov and Khoruzhil, JETP 

45, 1654 (1963); Soviet Phys. JETP 18, 1135 (1964). 
15 S. Fubini, in the lecture note volume "Theo­

retical Physics", IAEA Vienna 1962. 

Translated by M. E. Mayer 
41 


