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The hyperfine structure of a nuclear line in a paramagnetic material in the absence of an ex­
ternal magnetic field is treated. Spin-lattice relaxation of the electronic moment is assumed. 
A diagram method is developed which gives the explicit form of the appropriate correlation 
function and hence the absorption spectrum of y rays in the crystal over a wide temperature 
range and for an arbitrary ratio of the relaxation frequencies and the characteristic frequen­
cies of the hyperfine interaction. The results are analyzed for limiting cases and for some 
simple examples, corresponding to an electronic angular momentum J = % and to the case 
of large electronic angular momentum. 

1. INTRODUCTION 

THE unique resolution of spectral lines in the 
Mossbauer effect opened unexpected possibilities 
for a direct and detailed study of the hyperfine 
structure of nuclear levels. The structure of the 
Mossbauer line carries information about the hy­
perfine interaction in the ground and excited states 
of the nucleus. 

Consider an isolated atom whose electron shell 
has an uncompensated angular momentum J, and 
whose nucleus has spin I. The spectrum of such 
an atom will show a hyperfine structure whose 
lines are characterized by the value of the con­
served total angular momentum. 

Suppose that the atoms of this element form an 
ordered magnetic structure. Then at sufficiently 
low temperatures the projection of the electronic 
angular momentum on a particular direction will 
be an integral of the motion. Once again we get a 
definite hyperfine structure, whose lines are char­
acterized by the projection of the nuclear spin on 
the particular direction. The widths of individual 
Mossbauer lines should be close to the width of 
the excited nuclear level. This is just the picture 
which appeared in experiments on the hyperfine 
structure of the Mossbauer line in ferromagnets 
and antiferromagnets ( cf., for example, [ttJ ) . 

The situation is drastically changed when an 
atom with an uncompensated angular momentum 
of the electron shells is put in a crystal which is 
not magnetically ordered (either in the form of an 
impurity or to produce a regular structure). In 
this case neither the angular momentum of the 
electron shell nor the total angular momentum of 

the atom are conserved. As a result of interaction 
with the external medium, the electronic angular 
momentum vector suffers random changes with 
time, and as a result the hyperfine splitting begins 
to depend on the relaxation properties of the sys­
tem. 

In the limit of long relaxation times the spec­
trum coincides with the hyperfine structure of the 
individual atom. In the opposite limit, when the 
relaxation time is small and the hyperfine inter-
action is purely magnetic, in the absence of an ex­
ternal magnetic field the hyperfine structure 
vanishes. Such a picture was observed in the early 
work of Wertheim, [2] on the Moss bauer effect for 
Fe57 nuclei in paramagnetic stainless steel. The 
absence of hyperfine structure was also found in 
the work of Nagle et al,[3] who studied the Moss­
bauer effect in the paramagnetic alloy PdCo ( at 
very low concentrations of Co ) . 

In the presence of quadrupole interaction 
(throughout we consider interaction of the nucleus 
only with its own electron shells ) , if there is no 
Stark splitting of the electronic levels in the crys­
tal rapid relaxation results in a similar disap­
pearance of the hyperfine structure. If, however, 
the interaction of the electron shell with the crys­
tal field leads to a sizable splitting of the Stark 
levels, the hyperfine structure remains even in the 
limit of short relaxation time, if the Boltzmann 
populations of the Stark levels are different. ( If 
the Stark levels are equally populated, i.e., at 
sufficiently high temperatures, the hyperfine struc­
ture disappears in this case also.) 

It is obvious that for an arbitrary ratio of the 
frequencies of relaxation and of the hyperfine 
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structure we will get a complicated hyperfine 
splitting which changes rapidly with temperature. 
This applies to the number of lines as well as to 
their position and width. 

Experimentally the hyperfine structure of 
Mi:issbauer lines in paramagnets in the absence of 
a magnetic field, and its dependence on tempera­
ture, was first shown clearly for the oxides of the 
rare earths. [4-s] 

The present paper treats the hyperfine struc­
ture of the Mi:issbauer line in paramagnets with 
spin-lattice relaxation. A diagram method is de­
veloped which gives the absorption spectrum of y 
rays in the crystal over a wide temperature range 
and for an arbitrary ratio of the relaxation fre­
quencies and the characteristic frequencies of the 
hyperfine interaction. 

In addition to a general analysis of the results, 
we treat various specific cases. We give special 
attention to situations where it is possible in 
principle to have a large change in the hyperfine 
structure without any significant change in the 
width of the individual lines. 

2. DERIVATION OF GENERAL FORMULAS 

Suppose that a crystal contains paramagnetic 
atoms whose nuclei have a low-lying isomeric 
level E1• Consider the resonance absorption spec­
trum of such a system near wn = E1 - E0, assum­
ing that we have a Mossbauer effect. 

We introduce the operator d, which depends 
only on the nuclear coordinates and determines 
the interaction of the y quanta with the nucleus. 
Then the absorption spectrum of the system will 
be determined completely by the real part of the 
Fourier component of the correlation function: 

<p (t) = 6 (t) Sp (pd (t) d), 

d(t) = exp (ifit) a exp <- uit), 

(2.1) 

(2.2) 

where p is the density matrix and H is the total 
Hamiltonian, 

e (t) = {1. t > o 
0, t<O 

(where we set ti = 1 ). 
We shall assume that the interaction of the nu­

cleus with the surrounding medium, which we de­
note by Hhf· occurs only through its own elec­
tronic shells, and has the usual form for the hy­
perfine interaction for the free ion. 

The total Hamiltonian can be written as follows: 

Here Hn is the Hamiltonian for the nucleus in the 

absence of hyperfine interaction, Her is the Ham­
iltonian describing the interaction of the electron 
shells with the crystal field; H0 is the Hamiltonian 
for the crystal vibrations, and V is the spin­
lattice interaction which gives rise to the relaxa­
tion of the electronic moment. 

The expression for :H0 has the usual form: 

A 1 '+A A '+ 
Ho = 2 ~ Wf3 (b13 b13 + b13 b13 ), (2.4) 

!l 

where b~ and b{3 are the operators for creation 
and annihilation of phonons corresponding to the 
normal mode {3. 

Assuming that the spin-lattice relaxation occurs 
through one-phonon processes, we shall write the 
expression for V in the form 

V=~(M13 b 13 +M~b~). (2.5) 
!l 

A A + 
where M{3 and M(3 are operators acting in the 
space of eigenfunctions of the operator Her· (We 
note that the derivation given below can easily be 
generalized to the case where multiphonontransi­
tions are important for the relaxation. ) 

We are interested in the hyperfine structure of 
the Mossbauer line for an arbitrary ratio of the 
relaxation time T r and the characteristic fre­
quency of the hyperfine interaction E:, i.e., for an 
arbitrary relation between V and Hhf· On the 
other hand we shall assume, as usual, that both the 
conditions 

(2.6) 

and 

(2.7) 

are satisfied. Here ~ is the characteristic separ­
ation of the arbitrarily degenerate levels corre­
sponding to the Hamiltonian Her; w0 is a charac­
teristic frequency in the phonon spectrum; T is 
the temperature in energy units. 

In accordance with our earlier remarks, in the 
expression for the density matrix we can drop V 
in the Hamiltonian, so that p becomes simply the 
product of two matrices: 

p = P0 [>, p0•1 = {Sp exp (-H o,dT)}-1 exp (- Ho,1 IT). 

(2.8) 

We now proceed to transform (2.1). We use the 
well known representation of the operator 

exp (- iHt) = exp {- i (H 0 + H1) t} { 1 

oo i tk I, } 

+ ~ <- i)k ~ dtk ~ dtk-l· .. ~ dt1V (tk) v (tk-1) ... v (t 1) • 
k=1 0 0 0 

V (t) = exp {i (H 0 + H1) t} V exp {- i (H0 + H1) t}. (2.9) 



THEORY OF HYPERFINE STRUCTURE OF THE MOSSBAUER LINE 1141 

We introduce the operator 

V (t) = exp (iH 0t) V exp (- iH0t). (2 .10) 

Using the properties of the function e ( t), it is 
easy to transform (2.9) to the form 

exp (- iHt) = exp (- iH0t){exp (- iH1t) 

+ i ~ ~ ... ~ dtk ... dtl [- i8 (t- tk) 
k=l-00 -00 

(2.11) 

We can write a completely analogous expansion 
for exp ( iHt). 

If we substitute (2.11) in (2.1), the correlation 
function splits into a sum of terms, each of which 
can be associated with a simple graph. But the 
presence of the infinite integration limits allows 
us to develop directly a diagram technique for the 
Fourier components of the correlation function, 
which is very much simpler. It is useful to go to 
a representation in which Ho and H1 are diagonal. 
For the matrix elements of the expressions in the 
square brackets in (2.11) we can write the follow­
ing relation: 

00 

-i8(1:)e-iEi'= ~ G1(w)e-i""dw, (2.12) 
-oo 

(2.13) 

The expansion of exp ( ifit) contains factors of 
the form ie ( T) exp ( iEj r), for which we have in 
place of (2.12) 

00 

iS (1:) eiEi' = ~ G~ (ro) i"" dw, (2.14) 
-00 

where Gj ( w) is the complex conjugate of (2 .13). 
The Fourier component cp ( w) of the correlation 

function (2 .1) splits into a sum of terms, to each 
of which we can associate a graph of the type 
shown in Fig. 1. Since the transition to the Fourier 
representation is straightforward, we shall limit 
ourselves to simply formulating the rules for , 
drawing individual graphs. 

4~ 
FIG. 1 

1. The number of points on a solid line going 
from left to right corresponds to the number of 
operators V in the expansion (2.11), and the num­
ber of points on a solid line going from right to 
left is determined by the number of operators V 
in the corresponding expansion of exp ( ifit). 

2. To each line segment between two points, 
going left to right, there corresponds a factor 
Gj (w) (2.13), and to one going from right to left, 
a factor Gj ( w). 

3. In summing over the phonon variables in the 
expression for the correlation function, taking ac­
count of the expression for the density matrix 
(2 .8), the only nonzero contributions are from 
those terms in which the phonon creation and an­
nihilation operators appearing in each factor V 
[cf. (2.5)] are paired. 

Accordingly, all the points on the solid lines 
should be joined in pairs in all possible ways by 
the dashed phonon lines. To each dashed line there 
corresponds a factor nf:lk• if the phonon line 
emerges from a point on the lower curve and ends 
either on the upper curve or on a point of the lower 
curve lying to the right, or if the dashed line 
emerges from a point of the upper curve and ends 
in a point of the upper curve lying to the left. In 
all other cases the factor corresponding to a 
dashed line is of the form nf:lk + 1. 

In each term cp ( w) corresponding to a specific 
graph, there is an explicit averaging over the 
equilibrium phonon distribution. Because of the 
quasi-continuous nature of the phonon spectrum, s 
such an averaging is given to macroscopic accu­
racy by replacing nf:lk by llf:lk· 

4. To each point on the lower curve at the junc­
tion of lines with indices jk and jk+t• there cor­
responds the factor 

(M~k)11k · 2rt6 (wk+l- wk- wBk), k+l 
if the phonon line emerges from the point, and the 
factor 

(M B); :+1 · 2rt6 ( wk+1 - wk + w!lk), 

if the phonon line ends at the point. Similarly, for 
a point on the upper curve at the junction of lines 
with indices ik and ik+t we have, respectively, 

5. To the left vertex there corresponds the 
factor dJ~ (1) 1 ) j!, to the right vertex, di~ · 21r 

x o ( wjn - wim + w) · 



1142 A.M. AFANAS'EV and Yu. KAGAN 

a 

6. For all frequencies wk and wk_ there is an 
integration between the limits _co and +co, and 
for all subscripts f3k there is a summation over 
the quasicontinuous phonon spectrum. In addition 
there is a summation over the indices ik, jk, 
running through the finite number of value~ corre­
sponding to the levels of the Hamiltonian H1• 

If we fix the frequencies of the phonon lines, 
Wf3k• then we can integrate explicitly over all the 
frequencies wk, wk_. except one. This integration 
removes all the o functions. 

Now let us consider the graphs shown in Fig. 2. 
To graph a there corresponds the expression 

(2.15) 

We shall be interested in the shape of the spec­
tral line in the vicinity of the nuclear transition, 
at distances of the order of the hyperfine interac­
tion E, i.e., 

(2.16) 

But before proceeding with the analysis, let us 
look at the structure of the levels Ej and Ei cor­
responding to the Hamiltonian H1 ( Ej describes 
the set of levels corresponding to the nuclear 
ground state, and Ei those for the excited state). 

The ground state levels will be characterized 
by two indices m,f, where m characterizes the 
arbitrarily degenerate Stark level Em, while the 
set of quantum numbers f is determined by the 
Hamiltonian for the hyperfine interaction. Simi­
larly the levels for the excited state will be char­
acterized by indices m and g (Obviously the hy­
perfine structure depends essentially on the state 
of the nucleus, so that the sets of quantum num­
bers f and g are different.) 

e 
FIG. 2 

c 

Thus the expressions for Ei and Ej can be 
written as follows: 

Ei := Enf =En+ Bnf, 
E, := Wn+Emg = Wn+Em +emg· 

(2 .17) 

Since the separation of Stark levels is large com­
pared to the hyperfine splitting (cf. (2.6)), taking 
account of (2.16) and (2.17) we have 

[ (J) - Et+ Ei+ illl-1 = l3nm [(w - Wn) - Bmg +emf+ il3]-1 

(2.18) 

For graph b, if we first perform the trivial in­
tegration over w1 and w2, we have 

,,,.1~00~ 1 1 'V di•di, (p1)!•__ dw dw . . 
LJ i, j, It (2:rt)• 1 2 w1 +w-E. + z6 W1- E. -16 

idti2i2 -00 ll, ]1 

1 1 
X -w,-+.,---w------;;-E. + i6 w2 - E1. - i6 

'• . 
X ~2Jt (M~)}: (M{3)~;n{3l3 (w{3- (!)2+ w1). (2.19) 

{3 

The expression [ Wk + w - Eik + io 1- 1 x 
[ wk - Ejk - io 1-1 as a function of Wk for nk = mk, 
has a sharp maximum in the neighborhood of Wk 
= Ejk with a width of order E. If we use (2.6), it 
is natural to assume that all quantities depending 
on the phonon spectrum hardly change over an en­
ergy interval of order E. Then we can replace w1 

by En and w2 by En2 in the o function under the 
summation sign in (2.19), after which the integra­
tion over U.'1 and w2 is elementary. 

If however nk "' mk, one can easily verify that 
for each frequency the integration gives a small 
factor ~ E/ ~ compared to the case where llk = mk, 
so we can neglect the corresponding terms in the 
sum (2.19). 

As a result the final expression for graph b 
can be written in the form 

'V di'di1 ('1)/' il>n,m, 
L..i i, i, p i, w - E. + E . + il> 

t1iti2j2 lt it 

(2 .20) X w - E. + E1. + il> ,, 2 
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Proceeding in exactly similar fashion, one can 
easily find the expression corresponding to graph 
c: 

x (2J 2:rt (M~)j; (M~)i:n~6 (w~ -En,+ En)) 
~ 

(2 .21) 

For diagram d, dropping the integrals over 
wj, w2, w9, by using the corresponding 6 functions, 
we have 

X ~ w1 + w-= E;, +ill w1 + w- E;, +ill _w_l __ ~E:--j,---~=-ll-

The resulting integral is computed by elementary 
methods using residues. The final result is con­
veniently written as 

i 
X w - E. + E. + ill . 

l2 h 
(2 .22) 

Diagram e corresponds to the expression 

(2:rt)3 2J d;:d::: (p1)j: 
iljlitiz.iaia 

00 

X~ dw1dw2dw3a;,(w1 +w)a;,(w1)a;,(w3 +w)a;,(wa) 
-CO 

X a;, (w1 + Wa + w- W2) a;, (w2) 2J (2:rt)26 (w1 + w~- w2) 
~~. 

X{> (wa- w2 + w~,) 

X (M~)j: (M!l)j: (M!l)::(M~.)::~ (n~, + 1). 

The same arguments as in the derivation of (2.20) 
from (2.19) allow us to do the integration over 
w1, w3: 

co 

X ~ dw2ai, (Ei, + Ei, + w- w2) aj, (w2) 
-co 

x [:?J (2:n:)26 (Ei, + wll- w2 ) 6 (Eis- w2 + w~.)(M~)j: 
~~. 

X (M~.)j: (M!l)::: (M~,)::nfl (~, + l) J . (2.23) 

Now let us analyze the remaining integral. It 
is easy to see that 

co 

~ dw2a;,(Ei,+Ei,+w-w2)a;,(w2) =0 (2.24) 
-co 

because the poles of both functions lie in the upper 
halfplane. The expression in square brackets in 
(2.23), as a function of w2, is different from zero 
over an interval of order w0, .6., and at low tem­
peratures over an interval of order T, and varies 
smoothly over this interval. Taking this into ac­
count as well as (2.24) and the fact that the ex­
pression in square brackets in (2.23) is of order 
r.;:- 2, it is easy to show that the integral in (2.23) 
is of order 

(2.25) 

Comparing (2.23) with (2.20), using (2.25) and 
the initial conditions (2. 7), we verify that the con­
tribution of graph e can be neglected. A similar 
situation occurs whenever intersecting dashed 
lines occur in a graph (in particular in graphs of 
the type of f). Thus, in summing over all graphs 
we shall take only those to which there correspond 
nonintersecting phonon lines. It turns out that the 
diagrams of this type can be summed exactly .o 

From the form of (2.15), (2.18), (2.20), and 
(2.21) it follows immediately that the set of all 
graphs with vertical phonon lines sums to the fol­
lowing expression: 

f= [-i(w-wn)E+ iQ-l\J-1 , 

where E is the unit matrix; 

(2.26) 

(2.27) 

(2 .28) 

Fom~/.~. = 2:rtlJ [(M~);;:;I, (M~):::tnfl6 (Em-Em, +wll) 

+ (Mfl);;:;l, (M~);::gg, (n!l + l) 6 (Em- Em,- wll)]. (2.29) 

In writing (2.26) we have neglected the hyper­
fine interaction energy compared to T, so that 

1lin the summation we also drop diagrams which have 
dashed lines joining two points on the same solid line which 
have other points lying between them. These diagrams are of 
the same order as diagrams e and f. 
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the density matrix p 1 depends only on the index 
m characterizing the electronic levels. 

If we consider the set of graphs containing only 
horizontal phonon lines on either the upper or the 
lower solid line, the sum is given similarly to 
(2.26) and (2.27), with P0 replaAced by P1 or P2, 

where the matrix elements of P 1, in accordance 
with (2.22), are given by 

P' mfg • 'V 51.mf ((M' )'n,g, (M+)m,g, (- + 1) 
Im,f,g, = - L .LJ Um,f, fl m,g2 fl mg nil 

m,g,!l 

+ (Mt)':.:~: (Mil);;::f'nll!Em -Em, +(J)Il + ibl-1). (2.30) 

For P2 we have the analogous expressions: 

P2':.;f.g, = i ~ e:,r;:,~g, ((Mil)':.:,. (M~>r::.:;: (n!l + 1) 
m,f,!l 

+ (M~);;:;,, (M!l)':.;;;n!l [Em- Em,+ (J)Il - i6]-1). (2 .31) 

It is easy to verify directly that the set of 
graphs with nonintersecting phonon lines, which 
determines cp (w) in this approximation, will be 
described by the expression 

f = [- i (ffi- ffin) E + iQ- Pr1 , 

p = I\+ /31 + P2. 

(2 .32) 

(2.33) 

(2.34) 

The expressions (2.32), (2.33), and (2.28-2.31) 
completely solve the problem. The spectrum for 
recoilless emission (absorption) of y quanta in a 
paramagnet will be given in the general case by 
the real part of (2.32). 

3. ANALYSIS OF RESULTS 

In many cases a direct analysis of the results 
is conveniently done by going over from the Four­
ier components of the correlation function to the 
correlation function cp ( t) itself. For the latter, 
using (2.32), we find 

'f, 'g '1 m •' ' mfg dg,df (P )m {exp [(- tQ+P) tl}m,t,g, 
mfgm,f,g, 

(3.1) 

The expression (3.1) can easily be written as 
the trace of a product of operators defined in the 
space 

where L~ and Lin are the spaces formed re­
spectively by the functions I mf) and I mg) (with 
m fixed). This allows us, in calculating the corre­
lation function, to use a different representation, 
N, which is related to ( 3.2) by a unitary trans­
formation. Let us use m, p for the set of quantum 
numbers characterizing Her and belonging to the 
degenerate level m, and the indices M, I for the 
projections of the nuclear angular momentum on 
some selected direction in the ground and excited 
states, respectively. 

Let N~ and Nin be the spaces formed by the 
states 

lmpM) = Jmp)IM), I mp I) = I mp) I I). 

Then 

(3.2') 
m 

In this representation 

"a " m " " mpp D; (p1)m {exp [(- iQ + P) tl}m,p,~,o,• 

(3.3) 
Here u is the set of quantum numbers {M, I}: 

if• =DM,I,- d' M,d' I 
o - MI - I, M· ( 3.3') 

In this representation the operator P has a 
very simple form-it is diagonal in the quantum 
numbers u (if, as is natural, we neglect the effect 
of the hyperfine interaction on the relaxation of 
the electron spin): 

( 3.4) 

The formulas giving the matrix elements 

'iJ~f~q 1 are exactly analogous to formulas (2.34), 

(2.29)-(2.31), and are obtained from them by re­
placing the indices mifi and migi by miPi and 
mNi· If in the expressions 

E _ E 1 .6 P E _ £1 " =f in6 (Em- Em,± ffiiJ), 
m m2 ± W13 ± l m m 2 l.. W{3 

which appear in formulas (2.20) and (2.31) we 
neglect the principal part (or assign the expres­
sionsA given by the principal part to the operator 

fl ) , P can easily be shown to have the following 
properties: 

np, 

mp 
A 

The matrix elements of the operator ~l are 

(3.5) 

(3.6) 

( 3.7) 

L = ~L~xL~, 
m (3.2) given by the formulas 
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We recall that H~f and Hhf are the operators for 
the hyperfine interaction in the ground and excited 
states of the nucleus. 

Now let us analyze the expressions (3.1) and 
( 3.2) for the correlation function. This analysis 
can be carried out most simply in general form 
for two limiting cases: 1) when all the relaxation 
frequencies are small compared to the frequen­
cies in the hyperfine structure ( TrE » 1); 2) when 
the relaxation frequencies are large compared to 
the frequencies of the hyperfine structure ( TrE 
« 1 ). 

In the)irst case we u~e (3.1) in which we 
neglect P compared to S1. Then, using (2.28), we 
find 

. 1 "" , f exp (- E I T) -iw f t 
cp (t) = fJ (t) e-'"'n ~ I d;;:g 12 m e m g ' 

mfg ~exp(-Em/T) 
mf 

Wmfg=Bmf-Bmg• (3.9) 

For t > 0 the expression ( 3.9) is just a sum of 
exponentials. Thus the absorption (emission) 
spectrum will consist of a set of very narrow 
lines with frequencies wn ~ Emf + Emg (the 
widths of the individual lines will be the natural 
width of the first excited state of the nucleus). 

Suppose that T « ~ and consequently only the 
first electronic level is excited. Then the hyper­
fine structure consists of a single "flag" with a 
number of lines equal to the number of allowed 
transitions. As the temperature increases, a 
second flag begins to develop, corresponding to 
the next electronic level, and so with increasing 
temperature we get successively the flag patterns 
for all the hyperfine lines corresponding to differ­
ent m. Thus in this case so long as the condition 
P « Q is satisfied, the absorption spectrum of 
the "Y quanta will be a superposition of flag pat­
terns of hyperfine lines, and the spectrum will 
change rapidly with temperature until we reach 

T ~ Emmax· ~ ~ 
If we cannot drop P compared to S1 in (3.1), 

then to find the spectral density of absorption of 
"Y quanta it is useful first to transform the matrix 
-iQ + P to diagonal form. Then (3.1) splits into a 
sum of exponentials: 

(3.10) 
k 

where Ak is a root of the equation 

1- u'.l + P - ~v£ I = o; (3.11) 

When the relaxation frequencies are finite but 
still small compared to the frequencies of the 
hyperfine structure, the eigenvalues of (3.11) can 
be found using standard perturbation theory: 

(3.12) 

where k = {mfg}. From (3.12) it follows that the 
renormalization of the frequency is a quantity of 
second order in the elements of the matrix P, if, 
as is usually the case, Im P « P, whereas the 
smearing out of the line, which is determined by 
Re Ak, is a quantity of first order. 

If we make the natural assumption that the re­
laxation times drop with increasing temperature, 
then we can conclude that with increasing T the 
widths of the individual lines increase much more 
rapidly than the shift. A ~ 

In the opposite limiting case when P » S1, it is 
convenient to use the express ion for cp ( t) in the 
form (3.3). Now we must use perturbation theory 
for Q. From (3.4) it follows that the eigenvalues 
of the operator -in + P can be written in the form 

(3.13) 

where A~ are the eigenvalues of the operator P, 
and Aka are corrections to A~ due to the oper-

ator a' which }end to zero if a goes to zero. 
Let us set S1 = 0. Then we easily find from 

(3.5) or (3.7) that 

2] (p1);;: [exp (Pt) J'::t,~~a = I. (3.14) 
mpnp1 

This means that only one root of (3.11) appears in 
cp ( t), namely Ao = 0, and all the coefficients with 
k ;r 0 in (3.10) are zero. For finite n, under the 
condition Q « P, the expression for cp ( t) obvi­
ously can be written as follows: 

( 3.15) 

"' 
It is easily verified by solving the correspond­

ing secular equation that the quantities A6a are 
the eigenvalues of the matrix 

(3.16) 

Using formula (3.8) we can transform this ex­
pression to 

QM/ ""('t)m [(H.o )mpM JI.I (Hl )mp/1 JI.M 
M,/1 = ~ p m hf mpM 1 UJ1 - hf mpl VM.l· 

mp 

One can verify directly that in this case 

cp (t) = 6 (t) e-i"'n1 2jD~'[exp {iQt)]~,, 

( 3.17) 

(3.18) 
Ak depends on the components of the matrix which a,a 

accomplishes the transition to the diagonal form. where the operator D is defined by formula ( 3. 3'). 
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It follows from (3.16)-(3.18) that in the case of 
very fast relaxation the hyperfine structure of the 
line appears as a single flag pattern, correspond­
ing to the average of the nuclear interaction with 
the electron shell of the atom over the Stark levels 
weighted with the Boltzmann factor. The magnetic 
part of the interaction averages out completely 
and only the averaged quadrupole interaction re­
mains. The latter is in general different from 
zero, but goes to zero as one approaches equal 
population of the Stark levels (cf. the correspond­
ing discussion in [s]). ( This statement is valid if 
the electric field gradient at the nucleus is due to 
the electrons in the same atom only. In general at 
high temperatures there remains the part of the 
quadrupole interaction caused by the external 
sur round ings . ) 

The limiting cases considered could be ana­
lyzed easily without knowing the specific form of 
H1 = Her+ Hhf. If, however, we want to see the 
effects of temperature dependence of the hyper­
fine structure, the most interesting case is the 
intermediate one, which covers a wide tempera­
ture range. The general analysis simplifies con­
siderably if we make simplifying assumptions 
about the form of H1• We shall show this for the 
case considered below. 

" First we shall assume that the operator Q is 
diagonal in the representation (3.28). This situa­
tion may be realized in specific cases if, for ex­
ample, the interaction of the electron shells with 
the crystal field has the form 

(3.19) 

and the hyperfine interaction is 

(3.20) 

" " Here Jz and Iz are the operators for the projec-
tions of the total angular momentum of the elec­
tron shell and the nucleus. 

The matrix elements :?>~41 with p ,r q or 
p1 ,r q1 are a product of matrix elements corre­
sponding to transitions with different multiplici­
ties, averaged over all possible directions of the 
wave vector and the polarization vectors of the 
phonons of a given energy. In particular problems 
these matrix elements may turn out to be small. 
In this case we may set these matrix elements 
equal to zero and consider only the matrix ele­
ments 

( 3.21) 

In accordance with (3.5)-(3.7), 

~ 'mp 
..t.JPnp, = 0, ~ ('l)mp' mp _ 0 L.J P m np 1 - , 

np1 mp 

"np1 _ "mp Pmp- exp ((En -Em) IT) Pnp,· 

(3.22) 

Because of ( 3.21) and ( 3.22), the expression 
for q; ( t) reduces to 

mpnp,MI 

x {exp [(- iQ (M, /) + P) t]};;'t,, (3.23) 

Q (M/) =- (A 0M -A 1/) fz. 
(3.24) 

The expression (3.23) can be obtained inde­
pendently by a method similar to the random phase 
method developed by Anderson. [to] The treatment 
of the present paper thus enables us to establish 
the assumptions whose validity is required for the 
semiclassical random phase method. In the pres­
ent case the use of ( 3.23) requires the validity of 
the initial conditions (2.6) and (2.7), which is es­
sentially the assumptiop that only the elements 

( 3.21) of the operator P are different from zero, 
and the choice of Hamiltonians Her and Hhf of 
the type of (3.19) and (3.20). 

4. HYPERFINE STRUCTURE OF A NUCLEAR 
LINE IN A PARAMAGNET. THE CASE OF 
ELECTRONIC ANGULAR MOMENTUM J = %. 
In this section we shall study the character of 

the hyperfine structure of a nuclear line in a 
paramagnet for the example of an atom with angu­
lar momentum J = % for its electronic shell. As 
will be seen from the presentation, the analysis of 
this case makes it possible to get a complete 
qualitative picture. For simplicity we shall make 
the same assumptions as in arriving at (3.23). The 
system of levels in the crystal field is that shown 
in Fig. 3. 

We introduce the nondegenerate linear operator 
U, which brings the matrix _Q + P to diagonal 
form. Then (3.23) is easily transformed to the 
following form: 

IP (t) = fJ (t) e-iwnt ~ / df! /2 
Ml 

~"{~(p1)H0-1 exp rO (-d2 (MI)+P)tfJ-11 011} 

= fJ (t)e- 1"'n1 ~1 ~ df! 12 {~Akint}, (4.1) 

where the Ak are the roots of the characteristic 
determinant (3.11), 

Ak = ~ (p1)H0-l)~ 0~ ( 4.2) 
ij 
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2--

7-­

FIG. 3 

( i and j label all the states of the electron spin 
in the notation of Fig. 3. 

We write the determinant (3.11) in explicit 
form: 

1

- i<il1 + Pn- A P12 P1a P14 
P21 - iw2 + P22- A P2a Pal = 0. 
Pa1 P2a iw, + Paa- A P21 

J P14 P1s P12 iw1 + P •• - A 

(4.3) 
Here we have made use of the obvious equalities 
for the matrix elements of P for the level scheme 
of Fig. 3: 

( 4.4) 

and also, because of (3.24), set 

wl = [Q(MJ)g = -[Q (M/)J:, 

w2 = (Q (MI)l;,= - (Q (Ml)]~. 

In addition the conditions ( 3.22) are imposed on 
the elements Pij, which together with ( 4.4) give 

Pn = P44• P22 =Pas· <4 ·5) 

A. To begin with, let us consider the picture 
when the levels are inverted, i.e., when the lower 
states correspond to Jz = ±%. Suppose that over 
a certain temperature range P 23 » w1, w2, while 
all other nondiagonal matrix elements of P are 
small compared to w1, w2 (only when the popula­
tion is inverted is it reasonable to assume that 
P2s » P 14 ). Then we find approximately for the 
roots of (4.3) 

A1 ~- (P21 +Pal +i w~/P2a), 
( 4.6) 

In accordance with ( 4.2), the line intensities 
are given by the expressions 

1 w2 -t>/T 
A2~- __ 2 _e_~ 

4 P~a 1 + e 11/T ' 
A =_!_ 1 

3,4 2 1 + e_111r · ( 4. 7) 

From (4.6) and (4.7) it follows that at low tem­
peratures there is a clear flag pattern of the hy­
perfine structure (the last two roots of (4.6) give 
the same flag pattern), corresponding to the fre-

quencies wt(M,I) (cf. formula (4.1)). As the 
temperature is increased, in addition to this struc­
ture there appears an unsplit narrow line (root 
11. 1 ) with intensity A1• For T ~ .6. the integral in­
tensity of this line becomes of the same order as 
the intensity of the lines in the flag pattern, or 
even exceeds it if the flag pattern contains a large 
number of lines. The root A.2 gives a broad line 
of very low intensity A2, and therefore this term 
in ( 4.1) gives practically no contribution to the 
spectral density. 

We note that from (4.6) it follows that the width 
of the narrow line can either increase or decrease 
with temperature. (For a definite relation be­
tween the parameters, an initial narrowing may 
be replaced by a broadening of the line.) 

B. Let us consider a normal population of 
levels and, as in the preceding case assume that 
P 14 » w1w2, while all other elements Pik are 
small compared to w1, w2• We then have for the 
roots of (4.3), 

( 4.8) 

The intensities are, respectively, 

According to these formulas we have the re­
verse picture-at low temperatures only the 
narrow line (root A.1 ) appears, while with in­
creasing temperature the flag pattern of the hyper­
fine structure appears. (Again the width of the 
narrow line may either increase or decrease with 
temperature.) It is interesting to note that if the 
hyperfine structure is not resolved experimentally, 
this case leads to an apparent broadening of the 
line which may be very "large. 

C. Let us go on the case where the probabilities 
of horizontal transitions ( P 14 , P23 ) are small 
compared to the probabilities of vertical transi­
tions ( P 12 = P 43 ). In general this situation is not 
exceptional. In fact if we limit ourselves to one­
phonon transitions, the probability for a strict 
horizontal transition becomes zero because of the 
vanishing of the phase volume. Therefore, over 
the temperature range where the probabilities of 
two-phonon transitions are small, the probability 
P 12 may considerably exceed P 14 and P 23 • 

For simplicity we consider the case where 
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pl4 = p23 = 0. (4.10) 

The roots of (4.3) then have the form 

A-1,2;:::::::- (P12 + P21), 

where 

ffi= 
w1P21 + w,P12 

pl2 + p21. 

For the intensities we have 

W1 + e-·D.jT w2 

1 + e-D./T 

A1.2~ (w1/P21)2, (w2/P21)2; 

(4.11) 

(4.12) 

An important conclusion follows from (4.11)­
(4.13). It appears that when (4.10) is satisfied 
there is a temperature range to which there cor­
responds a single flag in the hyperfine structure, 
whose frequency changes noticeably with tempera­
ture without any significant broadening of the 
individual lines [roots A. 3, 4 in (4.11) ]. To the con­
dition w2 > w 1 there corresponds a spreading of 
the flag pattern (increase of effective field at the 
nucleus with increasing temperature), while in 
the opposite case there is a narrowing. 

When T > L\ the quantity w emerges onto a 
plateau corresponding to the value w = (w 1 + w2 )/2. 
Such a picture will obviously occur whenever, for 
T ~ L\, the element P 13 becomes small compared 
to w1, w2. fu the opposite case a marked broaden­
ing of the individual lines sets in, which finally 
leads to the disappearance of the hyperfine struc­
ture. fu order to make this result clear, we give 
the roots of (4.3) under the condition that P 13 

.?:., w1, w2: 

(4.14) 

(For A. 1,2, (4.11) remains valid throughout.) 
From this we see that when P 13 ~ w there is 

actually a sizable broadening. With further in­
crease of P 13, the lines corresponding to A. 3 4 

begin to overlap and then to merge, combini~g into 
a single narrow line, in complete agreement with 
the results of the preceding section. 

5. THE CASE OF LARGE ELECTRONIC ANGULAR 
MOMENTUM 

fu considering the influence of relaxation 
processes on the hyperfine structure, an important 
case is that of large angular momentum of the 
electron shell. Let us consider the following 
idealized situation. 

Again let us take an expression of the form of 

n--1/z -1/z---n 
n-1 --3/z -3/z---(n-t) 
n-2 --5/z -5/z---(n-Z) 

2 --J-1 -(J-1) ---2 
1--J -J---1 

FIG. 4 

(3.19) for Her· Then, with inverted population of 
the levels, transitions between the degenerate 
sublevels ( ± Jz) of the lower level will be for­
bidden because of the very large multipolarity of 
the transition. This applies also, of course, to all 
other transitions with large change in J z, for ex­
ample, to transitions to levels which are nearest 
in energy but have the opposite sign for the angu­
lar momentum projection. It is clear that in this 
case there should be a wide range of temperature 
~ JL\ within which there can be a marked change 
in the hyperfine splitting without any significant 
broadening of the individual lines. 

fu order to analyze this problem more directly, 
let us make various assumptions which do not 
change the qualitative picture. 

1. The angular momentum J of the electron 
shell is half integral. The electronic levels in the 
crystal field form ( 2J + 1 )/2 equally spaced 
doublets ( Ek+i - Ek = L\ ). We number these levels 
as in Fig. 4. 

2. In the matrix P we neglect all transitions 
which change the projection of the angular momen­
tum by more than one. For the nonzero elements 
Pij ( j = i - 1, i, i + 1) we shall assume that 

Pi,i-l = P_, __ ,n = P. 

fu accordance with (3.22), 

P;, i+1 = P-i,-i-1 = Pe-D.!T = P'. 

( 5.1) 

(5.2) 

We denote the matrix element Pn, -n = P -n,n by 
Po. 

3. We use the expression ( 3.20) for the Hamil­
tonian of the hyperfine interaction. We then have 
for the matrix elements of 0 

Qkt (MI) = kikl-1 (n -lkl+ 112) wof>kt, W0 = A (M -I). 
( 5.3) 

If the relation between the parameters P, w 0, 

P 0 is such that 

( 5.4) 

one can show that among the eigenvalues of the 
matrix -Ht + P there are two of order w0• They 
are given by the equation 

A-2+ 2rA-+ w~ff = o. (5.5) 

The coefficients y and weff are complicated 
functions of w 0, P 0, P and a, where a = e-.6/T 
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Condition 3 allows us to write this dependence 
analytically: 

where 

( 5.6) 

( 5. 7) 

appear over the whole range of temperatures for 
which 

i.e., 

(5.12) 

0 [ 1 1+ct J wn = nwo 1-ctn-2n(1-ct) ' 
When T > n~. the hyperfine structure frequen­

(5.8) cies will reach a plateau. With further rise in 
temperature, when condition (5.12) is violated, the 

wn_1 = nwo [ 1 + n ;- 1 ctn-1 1 + ct J lines begin to broaden, which results in a rapid 
(1- ctn) I (1- ct)- nctn-I - Zn (i- ct) ' disappearance of the hyperfine structure. 

~ = ~ _1_ [ 1- n ctn-1(1- ct)J • 
p 1-ct 1- ctn 

(5.9) 

( 5.10) 

The other eigenvalues are real and of order P, so 
that they correspond to a smearing of the line. In 
addition one can show that the intensity of these 
lines is of order P 0/P, w 0/P. 

For the roots of ( 5.5) we have 

(5.11) 

From ( 5.6) it follows that 
-(n-1)L'.T 

r~e . 

Consequently at low temperatures there is always 
a clear flag pattern of the hyperfine structure, 
corresponding to 

Large values of n give a comparatively broad 
temperature range in which 'Y remains small and 
the individual hyperfine structure lines do not 
fuse, even though Weff• in accordance with (5.7)­
(5.10), changes considerably. 

It should be mentioned that when T ~ n~, the 
coefficient 'Y is ~P0/n, i.e., it has a value char­
acterizing a line width which is at least n times 
smaller than the frequency of a horizontal transi­
tion. Therefore a well-developed flag pattern will 
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