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The results of the author's earlier papers1•2 are generalized to the case of finite lifetime 
for the excited state of the crystal and to several light-absorption bands. Absorption of 
light is obtained as a result of the finite lifetime for the excited state with respect to ther­
mal transitions. In the limiting case of a very long exciton wave the dependence of its en­
ergy on the direction of propagation has been obtained. A general theory of longitudinal 
polarization waves in crystals has been developed .. By means of a limiting transition to 
infinite lifetime for the excited states all the principal results of the earlier paper1 have 
been obtained (taking into account the additional remarks of reference 4). 

1. FORMULATION OF THE PROBLEM AND THE 
GENERAL QUANTUM MECHANICAL THEORY 

IN our earlier papers1•2 it was shown that, in the 
range of exciton absorption of light in crystals, the 
dispersion has a number of peculiarities: for a 
given direction of propagation of a plane wave of 
given frequency and polarization the square of the 
index of refraction may have not one, but several 
values (for example, two values in cubic crystals). 
A proof has been given of the possibility of the ex­
istence in the crystal of longitudinal electric waves 
for which the magnetic field and the electric dis­
placement are both equal to zero. Such waves may 
be propagated in an unisotropic crystal in certain 
special directions, and in a cubic crystal in any 
direction. Essential generalizations were obtained 
of the fundamental formulas of crystal optics - the 
Fresnel equations for the passage of light across 
the boundary between vacuum and the crystal, ex­
pressions for the coefficient of reflection of light 
from the surface of the crystal, formulas express­
ing the dependence of the indices of refraction on 
the light frequency, etc. 

From the papers referred to above it follows 
that strong dispersion is possible in the neighbor­
hood of a weak absorption band. In other words, 
the well-known general relation between the "area 
under the absorption curve" and the numerator of 
Sellmeyer's dispersion formula may be violated. 
This is connected with the fact that, under condi­
tions of steady state illumination of the crystal, 
the absorption is determined by the finiteness of 
the lifetime of the exciton with respect to all tran­
sitions other than the radiative return of the sys­
tem to the ground state. For an infinite lifetime 
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of the exciton there will be no absorption at all, 
no matter how large the value of the oscillator 
strength of an elementary crystal cell, while the 
dispersion in this case may be large.2 Since in 
the earlier papers the lifetime of the exciton was 
assumed to be infinite, we were able to calculate 
in those papers only the dispersion of light, but 
not its absorption. In the present paper we shall 
take into account the finite lifetime of the exciton, 
which will enable us to obtain general formulas 
for the absorption and corrections to the formulas 
for the dispersion previously obtained. 

In proceeding to set up the Hamiltonian for the 
system we note that we should not introduce the 
concept of the dielectric constant of the crystal, 
since this concept itself is going to be re-examined. 
Therefore we treat the crystal as a collection of 
electrons and nuclei interacting with the electro­
magnetic field in vacuo. The electromagnetic wave 
perturbing the crystal is assumed to contain many 
photons and therefore will not be quantized, but 
will be introduced as a classical perturbing exter­
nal field defined by a vector potential of the form 

(1) 

The wavelength 27!/k is assumed to be consider­
ably larger than the lattice constant. A is assumed 
to be small and in what follows we take into account 
effects of order not higher than the first with re­
spect to A. 

The operator for the energy of the system may 
be written in the form H + W; H is the usual 
Schrodinger energy operator for the crystal, con­
sisting of the kinetic energy of the electrons and 
the nuclei .and of the potential energy of their Cou­
lomb (instantaneous ) interaction 
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A 1~~ A A 

W = -c.) P•A d't = W'e-toot + W'" ei"'t, 

where 
A q~ ,;}, q~. 

W' --= -c.) P• A0 et"~<·r d't, w • = - c j P•Ao e-tk·r d't, 

d't = dxdydz; (2) 

P is the operator for the dipole moment per unit 
volume of the dielectric polarization of the crystal 

~ 

(cf. below), while Pis the polarization current 
density. It should be emphasized that the irrota­
tional part of the electric field of the fictitious 
charges due to the dielectric polarization, E', 
represents the Coulomb interaction between the 
particles of the crystal and, consequently, is con­
tained in H. E' should not appear a second time 
as a perturbation. Thus, A describes the macro­
scopic electric field with the field E' subtracted. 

Let lJ!0 denote the eigenfunction of H which 
corresponds to the ground state of the crystal, and 
let /8° be the energy of the state. This state is 
not degenerate (we are speaking of a dielectric 
crystal). Further, let 'lim and S'm be the wave 
functions and the energies of the excited states of 
the crystal in the absence of the external perturba­
tion W. The actually lmown functions 'lim.. "are not 
exact, but approximate eigenfunctions of H, since 
"thermal" transitions between them occur without 
any external perturbation of the system. Thus, the 
exciton state, i.e., the excited state which has a 
single continuous quantum number (the quasi mo­
mentum1 ), may as a result of a thermal transition 
be converted into a "phonon wind" which is a state 
with many continuous quantum numbers - the mo­
menta of the individual phonons. Thus, the exciton 
state is only approximately stationary. The same 
can also be said with respect to the other states 
appearing in the theory. However, we shall assume 
that these approximate eigenfunctions of H form 
a sufficiently complete system of orthogonal func­
tions, and this enables us to represent the state of 
the crystal perturbed by light in the form 

m 

We assume that the complete dependence on the 
time is contained in the coefficients Cm. We choose 
the zero for the energy of the system in such a way 
that S'0 = 0. Thus, lJI~ and 'lim do not depend on 
the time. The time-dependent Schrodinger equa­
tion leads to the following system of equations for 
Cm: 

inCm = 'LJHmm'Cm• + W mo• (3) 
m' 

where 

dQ = ITdx1dy1 dz,. 
t 

(4) 

The macroscopic ilverage specific dipole mo­
ment due to the dielectric polarization of the crys­
tal can be calculated by means of the formula 

where 

P (r) = ~ 'Y' 'Y P (r) dQ, 

A ,--, 

P (r) = L.J e, (r,- r) D (r1 - r), 
i 

(5) 

D (r) = D (x z) = Jl in the range - 1/ 2 ~ x, y, z-<, 1/ 2 • 

Y \o elsewhere (6) 

The summation is taken over all the particles of 
which the crystal is composed; i denotes the par­
ticle, ei denotes its charge, ri denotes its coor­
dinate r is the coordinate of the macroscopic 
point in the crystal at which the value of the spe­
cific dipole moment is evaluated. 

The substitution into (5) of lJI gives up to terms 
linear in A 

P (r) = )J [CmPm (r) + C~ P~ (r)], 
m 

{7) 

It can be shown in a manner completely analogous 
to that employed in reference 1 for the transition 
from the ground to the exciton state, that also in 
the case of a transition to an arbitrary state with 
quasi-momentum f, i.e., to a state which possesses 
the translation pr<;>perty Tn 'lim = eif·n 'lim (n is 
the integral lattice vector ) , one obtains 

Pm (r) = ell•r Pm (0), if ! fai I~ 1t; (8) 

aj are the lattice constants, j = 1, 2, 3. The vec­
tor f can be used as one of the quantum numbers 
of the state m. 

On substituting (2) and {8) into (4) we obtain 
' -i~lt " iwt ' iwm V • -

Wmo=Wmoe +Wmoe, Wmo=-~c-Pm(O)AA,I. 

, iCilm V • * 
W mo = - ~c- Pm (0) AoLk, f· (9) 

Here we have introduced the notation Wm = ih'm/h, 
V = L3, L is the size of the cyclic region in which 
the wave functions '11° and 'lim have been ortho­
normalized. Each of the components of the vec­
tors f and k is an integral multiple of 21r/L. 

In solving the system of equations (3) we first 
introduce into th~ right hand side of (3), for the 
sake of simplicity, only the first of the two terms 
appearing in expression (9) - the term proportional 
to e-iwt. The result due to the second term pro­
portional to eiwt we shall add at the very end, ob-
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taining it by analogy through the substitutions 
A0 - Ari, w - - w, k- - k. 

The main task of this section is the determina­
tion of the specific polarization of the crystal by 
means of formulas {7) and {3). In carrying this out 
it is important to decide what initial conditions are 
to be adopted for Cm in solving the system of in­
homogeneous equations {3). It might appear to be 
natural to set Cm = 0 at time t = 0 at which il­
lumination begins, since the system is still in its 
ground state at that instant. Then, under the per­
turbing action of the light, Cm varying in accord­
ance with {3) would increase in absolute value with 
time which, as usual, means that light is absorbed. 
The process actually occurs in this way, but only 
during a very short time. This time is considerably 
shorter than the duration of experiments on the 
measurement of light absorption in a crystal under 
conditions of steady-state illumination. Indeed, the 
increase in the absolute value of Cm with time in 
accordance with {7) means that the amplitudes of 
oscillation of the specific dipole moment P { r) 
increase with time. In other words, the polariza­
bility of the crystal varies with time. Evidently 
such a process does not correspond to the experi­
mental conditions of measurement of the steady­
state values of the complex dielectric constant of 
the crystal. 

In order that the polarizability of the crystal not 
depend on the time, the coefficients Cm in formula 
{7) must vary in time strictly sinusoidally with a 
frequency w. The system of equations {7) and {9) 
does in fact have such a particular solution. How­
ever, in this case the absolute values of all the Cm 
are constant and, consequently, there is no absorp­
tion of light at all. This steady-state solution cor­
responds to such a state of the system when the 
crystal as a result of absorbing the incident light 
is heated to such a high temperature that the rate 
of radiation of light energy equals the absorption 
rate; the radiation, of course, may have frequencies 
different from w. In such a case the energy and the 
temperature of the crystal will not vary in time. 
Such a steady state of the system is characterized 
by optical crystal constants that remain unchanged 
with time. But evidently this state also does not 
correspond to the usual conditions of experimental 
determination of the complex dielectric constant. 

The correct initial conditions for Cm must re­
flect the fact that the usual experimental measure­
ment of the absorption of light in a crystal is nec­
essarily accompanied by the heating of the crystal 
by the absorbed light {there is no provision for 
heat removal). Therefore, there appear in the 
crystal polarization waves of thermal origin with 

amplitudes that are not proportional to the field of 
the perturbing light, but depend on the duration of 
the preceding illumination. The frequencies of 
these thermal polarization waves have nothing in 
common with the frequency of the perturbing light. 
This thermal part of the polarization is also con­
tained in the right-hand side of formula {7), to­
gether with the usual polarization which is synchro­
nized with the oscillations of the perturbing light. 
For the sake of brevity, we shall call the first and 
second parts of the polarization "thermal" and 
"synchronous," respectively. It is possible to de­
scribe only the synchronous part of the dielectric 
polarization by means of a complex dielectric con­
stant. 

In proceeding to the formulation of the initial 
conditions for Cm, we shall divide all the excited 
states of the crystal into two groups. In the first 
group we shall include a comparatively small 
number of states into which the system may make 
transitions directly from the ground state under 
the action of light; these are such states m for 
which Wmo is appreciable. The second group will 
include those states for which W mo is negligibly 
small, and into which phototransitions from the 
ground state are forbidden; the system may go over 
into these states by means of thermal transitions 
from states of the first group. The majority of 
the states of the crystal belong to the second group. 
We shall continue to denote the states of the first 
group by the subscript m, while we shall intro­
duce the subscript q to denote the states of the 
second group. Further, we assume that for the 
states of the first group the coefficients Cm at­
tain a steady state, i.e., begin to vary sinusoidally 
with time in accordance with 

{10) 

after the lapse of a short time since the beginning 
of illumination. 

The terms corresponding to these states in the 
right-hand side of {7) give rise to the synchronous 
part of the polarization. With respect to the states 
of the second group we assume that Cq = 0 at 
t = 0. This means that at the initial instant of time 
the temperature of the crystal was equal to zero. 
As t increases Cq become different from zero 
as a result of thermal transitions of the system 
from states of the first group into states of the 
second group. This corresponds to the heating 
of the crystal by the absorbed light. The terms 
in formula {7) containing the coefficients Cq com­
prise the thermal part of the polarization. 

We shall now obtain the solution of the system 
of equations {3) which satisfies the conditions for-
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mulated above. We choose tentatively basis func­
tions Wm that make the matrix Hmm' diagonal 
in the subspace of the functions of the first group. 
This may be easily done, since the number of states 
of the first group is not large. As a result, the 
equations in (3} assume the form: 

itl;m =&mCm + 'jJHmqCq + W~10 e-i"'1 ; (11} 
q 

(12} 
m 

Since >J!m and >J!q are approximate eigenfunc­
tions of the operator H, the nondiagonal matrix 
elements Hmq and Hqq' are considerably smaller 
than the diagonal elements &m and &q. We shall 
regard the diagonal elements as quantities of zero 
order of smallness, and the nondiagonal elements 
as quantities of first order. Then it follows from 
(11}, (12} that Cm are qu"antities of the zero order 
and Cq are quantities of the first order. Having 
in mind the determination of Cm from (11} up to 
terms of the second order inclusive, it is sufficient 
to retain in (12} terms of only the first order. There­
fore, in (12} we have neglected the term 6 Hqq' Cq'. 

q'>"q 
On substituting (10} into (12} and on taking into ac­
count the initial conditions for Cq, we obtain 

Cq = (e-iwt- e-iwqt) lJ H qm A,. I (hw- &q), 
m 

Wq = &q I h. (13} 

On substitutip.g (10} and (13} into (11} we obtain the 
system of equations for Am: 

~ a ' ' (&m -hw) Am+ ..:...~Hmm' Am'+ W mo = 0, (14} 
m' 

where 

a ..... ~ 1-exp{-i(euq-eu)l} 
H mm' = ..:...1 H mq H qm' 'lieu _ <f) 

q q 
(15) 

We transform expression (15) in the following way: 
we make use of the energy ISq as one of the quan­
tum numbers of the state q, and we denote the set 
of the remaining quantum numbers by p. Let 
Pp ( &q) d&q be the number of states of the system 
whose energies are contained within the interval 
d&q, while the other quantum numbers are equal 
to p. Then 

a 'i\.~ \" Hmm' = f.lHmqHqm' 

1-exp{-i(<f>q/'li.-eu)l} (16) 
X 'lieu- <Sq PP (ISq} d&q. 

Here the integral has no singularity at 0q = tiw. 
If the quantity ( <&q /ti- w) t is chosen as the new 
variable of integration then, for not very small 
values of t, the limits of integration with respect 
to the new variable can be replaced by - oo and + oo. 

By going over from integration along the real axis 
to integration in the complex plane over the infinite 
semicircle lying in the lower half plane, it can be 
easily shown that the integral of the exponential 
term vanishes. Then, by returning to integration 
along the real axis, and by deforming the path of 
integration below the singular point, we obtain 

a '\,1 { \ Hmq Hqm' , 
H mm' = ..:..J P J 'lieu_£ PP (0q) d/Sq 

p q 

- ir.pp (hw) [H mq Hqm'LB q=1tw} , (17) 

where P denotes the principal value of the inte­
gral. Thus, H~m' turns out not to depend on the 
time, and consequently Am, defined by (14), also 
turn out to be constant. 

In solving (14) in the zeroth approximation we 
omit the sums containing nondiagonal elements 
Hihm'· We then introduce these sums as small 
perturbations and obtain in the next approxima­
tion: 

A =- 1 [w· - ~· H':nm· w~'n ] (18) 
m a moL.J a 

<Bm+Hmm-1i.eu m' <Bm•+Hm'm'-1i.eu 

(the prime on the summation sign denotes that the 
term m'= m should be omitted). 

The error in the values of Am obtained in this 
manner is of order of magnitude of ( H~m' )2, i.e., 
(Hmq}4. 

The solutions (10} and (18) have been obtained 
for the case when in (3) we have taken in place of 
W mo only the first of the two terms in (9) . It is 
now necessary to take the second term of (9) and 
to solve the system (3) with this term included. 
This solution can be immediately written down by 
analogy with the preceding one: we replace in (10) 
and (18) w by -w, k by -k, A 0 by A6' and 
Wffi0 by W~0 • The final expression for Cm is 
given by the sum of the two solutions given above. 
If the values of Cm obtained in this way are sub­
stituted into (7), the latter will give the desired 
specific polarization of the crystal. 

In carrying out these calculations it is neces­
sary to keep in mind the following: (1) Wffi0 >" 0 
only if the quasi-momentum of the state m is 
fm = k; W~0 >" 0, only if fm = -k; (2) if Wm 
is an eigenfunction of H which corresponds to the 
quasi-momentum fm = k, then >J!n = >J!~ is also 
an eigenfunction of H and corresponds to same 
energy len= 0m, but does not correspond to the 
quasi-momentum fn = - k; (3) since w0 is as­
sumed to be nondegenerate, it can be considered 
real. Therefore, in accordance with (7), Pn ( r) = 
Pri} ( r), while in accordance with (9) Wfl.0 = - Whi0; 

(4) in accordance with the law of conservation of 
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quasi-momentum, Hmq ;>t 0 only if the states m 
and q have the same quasi-momenta: fm = fq; 
violations of this rule are possible if the crystal 
contains defects (impurities ) ; (5) if we introduce 
the notation 

H~m' =- 2J HmqHqm' I (tiro+ ~q), (19) 
q 

it can be shown that H~' = H~m'. 
By taking into account these remarks we can 

express the synchronous part of the specific polar­
ization in the following way: 

p (r) = Po ei (k•r-w/) + p~ e-i (k·r-O>t), Po = ~E~xt ' (20) 

where E~xt is the amplitude of the intensity of the 
external part of the electric field: 

Eext _ 1 A. Eext i(k•r-O>t) + E•ext -i(k•r-O>I) - -c = o e 0 e , 

Eoext iw A = c o• (21) 

The complex tensor {3 is expressed in the follow­
ing way: 

~ = 2J [1 I ({gm + H':nm -tiro)- 1 I (~m + H~m +tiro)] amm I ro 
m 

- lJ' [H':nm' I (~m + H':nm -tiro) ({gm' + H':n'm'- tiro) 
m,m' 

- H'/nm• I (i8m + H~nm +tiro) 

X (i8m' + H~'m' +tiro)] amm' I ro, (22) 

where amm' is a tensor of the second rank in 
three-dimensional coordinate space. This tensor 
is determined by the relations 

, i 
P m (0) W m'o =- - amm' Ao c 

or (amm•)xy = rom• v (Pm (O))x (P~' (O))y. (23) 

In formula (22), and also everywhere in the follow­
ing, the subscripts m and m' denote only those 
states of the first group for which fm = fm' = k. 

In (22) the second term (containing the double 
summation) is a small correction to the first term. 
However, if for any two states m and m' i8m = 
rgm' then for nw Rl i8m the corresponding term in 
the double sum ceases to be small in comparison 
with the first term. This difficulty can be avoided 
if in the choice of the basis states of the first group 
the functions 'lim and 'lim' are replaced by their 
linear combinations chosen in such a way that 
Hlli.m' = 0. Then the "dangerous" term disappears 
from the double sum. 

It should be emphasized that, generally speak­
ing, it is not possible to identify Eext with the 
total macroscopic field E. As we have already 
explained earlier, the vector potential A describes 
the macroscopic field from which we have sub-

tracted the field E' produced without retardation 
by the fictitious charges of the dielectric polariza­
tion. The field E' is the field of the Coulomb in­
teraction of the parts of the system; it has already 
been included in H and should not appear a second 
time as a perturbation. Thus, the second of equa­
tions (20) can be re-written 

(24) 

On the other hand, as is well known, the field of 
the fictitious charges of the dielectric polarization 
can be expressed in the following way: 

E~ = - 4~t (P0·s) S, (25) 

where s = k/k is the unit vector normal to the 
wave front. By eliminating E0 from (24) and (25) 
we obtain the usual expression for the specific 
polarization in terms of the total macroscopic 
electric field: 

(26) 

Here l; = ss is a tensor in three-dimensional 
coordinate space; its components have the form: 
l:xy = sxsy. Such a tensor is called a dyad; we 
shall denote the dyadic product by a bar over both 
letters. 

If into the expression (26) for K we substitute 
{3 from (22), and if we expand the resulting function 
into partial fractions of the form Ci/(Ki- nw), 
then K assumes its traditional form: 

x=LJC;I(K;-tiro). (27) 

But the parameters Ki occurring in the dispE!r­
sion formula, generally speaking, do not coincide 
with the energy levels of the system ~m even 
when the small quantities Hih_m' and Hfum' are 
neglected. The relation between Ki and ~m can 
be obtained if we actually carry out the expansion 
mentioned above of ( 1 - 47r{3l;} -l {3 into partial frac­
tions, which is possible in practice only in the sim­
plest cases (cf. the next section of this paper). For 
a special form of excitons - polarization oscilla­
tions of the ionic lattice - such a relationship has 
been established by the author jointly with Krivo­
glaz.3 

In concluding this section we generalize the re­
sults obtained above to the case of a field which has 
an arbitrary spatial variation, but which, as before, 
oscillates in time harmonically at a frequency w: 

E = f (r) e-iO>t + f• (r) ei"'t, 

(28) 

To do this we expand the field and the polarization 
into Fourier series of the form 
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f (r) = ~ Ek e•'k·r, g (r) = ~ Pk e•'~<·r, 
k k 

where Pt = x (k) Et. (29) 

Here K ( k) is defined by formulas (26) and (22). 
We assume that K (k) is an analytic function. Then 
K ( k) eik·r = K (- i'V) eik·r. Consequently, we obtain 
from (29) 

g (r) = ~ (- i"V) f (r). (30) 

It was assumed earlier that the propagation 
vector of the perturbing light k in formula (1) is 
real. In the case when it is complex (damped 
wave) it may be easily shown by using the general 
formula (30) that all the results obtained above re­
main valid, only the complex value of k should be 
substituted into them. 

Formulas (22), (24), and (26) in principle com­
pletely determine the dispersion and the absorption 
of an electromagnetic wave in a crystal. 

2. LIMITING TRANSITION TO MACROSCOPIC 
ELECTRODYNAMICS 

In this section we consider the case of an iso­
lated absorption band, i.e., the case when in the 
single sum of expression (22) one term predomi­
nates over all the others. This may occur either 
if the coefficient amm in one of the terms is con­
siderably larger than in the others, or if the value 
of w is such that the denominator of one of the 
terms is close to zero. 

It is evident that this is possible only if in (22) 
~ is a discrete sum and not an integral, i.e., if 
m 
fm = k is the only continuous quantum number that 
determines the energy la'm; all the other quantum 
numbers in the expression for la'm must be dis­
crete. Such states were denoted in reference 1 as 
exciton states. 

By retaining only the dominant term in (22) we 
obtain 

(31) 

(for the sake of brevity we have omitted the sub­
script m). If we assume the exciton lifetime to 
be infinite, i.e., if we neglect the small term Ha, 
(31) coincides with the principal result of refer­
ence.1 

The limiting transition to macroscopic electro­
dynamics reduces to the assumption that the elec­
tric field varies very smoothly in space, i.e., k- 0. 
It is necessary to require that in this case the mag­
nitude of K defined by formula (26) should not de-

pend on the direction of s, since the macroscopic 
specific polarizability tensor should not depend on 
the direction of incidence of the wave. 

It is well known that an arbitrary function of a 
product of dyads has the following property: 

F (xx* ss) xx* = F (cos2 oc) xx*, (32) 

where a is the angle between x and s. There­
fore substitution of (31) into the second of formulas 
(26) leads to the following result: 

x = (l- 41tQ cos2oc )-l QXX* 
t£+Ha-1i.w t£+Ha-1i.w 

Qxx* 
(33) 

By identifying this result with expression (27) and 
by assuming that Wm / w ~ 1, and therefore by 
neglecting the dependence of Q on w we obtain 

K = <%'- 4T:Q cos2oc + Ha, C = Q:xx*. (34) 

As we have already explained previously, K should 
not depend on the direction of s, i.e., on a. Then 
it follows from formula (34) that 

(35) 

Here c%'0 does not depend on the direction of s. 
Strictly epeaking, Ia' takes on the meaning of ex­
citon energy only if its lifetime is infinite, i.e., 
when Ha = 0. Formula (35) shows that when 
f = k - 0 the energy of the exciton depends on the 
direction of f, since a is the angle between f 
and x. Thus, regarded as a function of the three 
variables fx, fy, fz, {3 (but not K) has a discon­
tinuity at the point f = 0. This, of course, does not 
exclude the possibility that, for a given direction of 
f, Ia' is an analytic function in If 1. The conclusion 
with respect to the discontinuity in <e (f) follows 
only if Q ;r 0, i.e., Pm ( 0) ;r 0. Phototransitions 
are allowed specifically into such states m. 

We have already derived Eq. (35) earlier4 by a 
completely independent method (by means of a 
direct calculation of the exciton energy bearing no 
relation to the theory of dispersion and absorption). 
In the same paper we have considered cases when 
in virtue of a definite crystal symmetry the excited 
state of an elementary crystal cell is degenerate. 
For such cases we had obtained a generalization 
of formula (35). 

We can now rewrite formula (27) in the form 

x = C / (la'o + Ha- n.w), (36) 

where in Ha we can neglect the first real term of 
the two terms of expression (17), since it is small 
in comparison with the other real terms of the de­
nominator. The second term of expression (17) 
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must be retained since it determines the imaginary 
part of K. Formula {36) shows that the region of 
light absorption, i.e., the region where the real 
part of K is important is determined by the rela­
tion nw ""' ~0 • and not by the usual Bohr frequency 
formula nw ~ ~. This is not surprising, since in 
the preceding section of this article in formulating 
the initial conditions for Cm and Cq it was ex­
plained that the exciton state m under discussion, 
being a state of the first group, is only an interme­
diate state in the process of photoexcitation of 
states of the second group q. Formula (13) shows 
that only those coefficients Cq will increase mono­
tonically with time which correspond to states of 
energy &q = nw. Thus the Bohr frequency formula 
is satisfied for phototransitions into states of the 
second group which give rise to absorption. 

From what has been said above it follows that 
an experimental investigation of the frequency w 
for which the absorption is a maximum allows us 
to determine, by means of the relation nw = ~0 • 

the magnitude of & 0 which, generally speaking, 
in less than the exciton energy ~, since Q is 
positive in {35). &0 coincides with the exciton 
energy only if s is normal to x. 

3. PLANE ELECTROMAGNETIC WAVE. DETER­
MINATION OF THE INDICES OF REFRACTION 

Turning from the case of vanishingly small 
values of k to the case of non-zero finite values 
of k, it should be emphasized that the tensor 
K will now depend both on the absolute value and 
on the direction of the vector k. Whereas in the 
limiting case k- 0, the description of the polar­
ization by means of the tensor K was simpler 
than by means of the tensor {3, since K did not 
depend on k at all, while {3 depended on the di­
rection of k, now this technical advantage of K 

disappears. Now it seems to be more appropriate 
to describe the polarization by means of the tensor 
{3, since the latter, in accordance with {31), is ex­
pressed in terms of the exciton energy ~(f) -a 
quantity that determines many other phenomena in 
the crystal. One could try to determine K with­
out introducing the Hamiltonian for the system; the 
dependence of K on k for the case of small k 
can be phenomenologically given in the form of an 
expansion (polynomial ) in kx, ky, kz, as has 
been done by Ginzburg.5 But in this case the ex­
pansion coefficients remain as unknown parameters 
in the theory; it is not clear how they could be cal­
culated or related to other physical phenomena. It 
is particularly inconvenient that the dependence of 
K on w remains completely undetermined. In the 

present paper we do therefore not make use of the 
phenomenological method referred to above, but 
retain the quantum-mechanical discussion utilized 
in our original papers .1 •2 

We assume that there are no external charges 
introduced into the crystal which would give rise 
to an external irrotational field; the only contribu­
tion to the irrotational part of the field is made by 
the field of the fictitious charges of dielectric polar­
ization E' . Then the whole external field Eext can 
be obtained as the rotational part of the total macro­
scopic field E. In the plane-wave case under con­
sideration this corresponds to the following relation 
between the amplitudes of the fields: 

E~xt = 'Y)Eo. where 'Y)xy = Oxy- Sx Sy· {37) 

In the first section of this article Eext was in­
troduced as a given external perturbation. The 
wave vector k appeared in it as a given parameter 
of the perturbing field. It is now necessary to make 
this perturbing field self-consistent, i.e., to ensure 
by means of a suitable choice of k that this field 
satisfies the system of Maxwell's equations. If we 
assume, as usual, that the electric field, the dis­
placement, and the magnetic field are proportional 
to ei <k·r-wt), where k = ( wn/ c) s, while n is the 
index of refraction for the wave, then the system of 
Maxwell's equations reduces to the following rela­
tions: 

D0 = n2 [E0 - s (s•E0)] = n2'Y)E0 , 

Do = rEo, I '= 1 + 4TC~7J· (38) 

One should not identify 'Y with the usual dielectric 
constant, since it depends not only on w but also 
on the direction of wave propagation s. Moreover, 
{3 depends on f = k = ( wn/c) s. Thus 'Y is a func­
tion of the index of refraction n. In this respect 
Eq. (22) significantly differs from the usual disper­
sion formula. 

If we eliminate D0 from the system {38) we ob­
tain a system of linear homogeneous equations for 
the components of E0• The condition that it have a 
solution has exactly the same form as in reference 
1: 

(s, rs) n4 + [(s, r 2s)- (s, rs) Sp rJn2 

l
lxx jxy Txz I + jyx "(yy "(yz = 0. 
lzx. T"'Y Tzz 

{39) 

In the usual crystal optics the corresponding equa­
tion is a quadratic in n2; it determines two values 
of n 2 (double refraction ) . But in the theory under 
discussion 'Y is itself a function of n. Therefore 
{39) is an equation of higher order with respect to 
n, it determines not two but more values of n2, 
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and the same number of solutions of Maxwell's 
equations having the form of a plane wave. 

We further consider the case when nw ap.:. 
proaches one of the exciton energy levels &m = 180• 

Then we can pick out from (22) the term which "res­
onates," i.e., which has the small denominator &m 
+ Hfum - nw. This term varies rapidly with w. 
We denote the sum of all the remaining terms by 
{3'; it is a slowly varying function of w and in the 
region liw ~ &m can be approximately regarded 
as a constant. {3', generally speaking, is complex, 
and its imaginary part is a quantity of the second 
order of smallness. Formula (22) can now be sim­
plified: 

~ = r +(Q:xx* + oc)/(~ (k) + Ha- Tiw), 

(40) 

Here the summation over m' is taken over all the 
states except the "resonating" m-th state. Of 
course, {3' and a depend on the direction of wave 
propagation s. 

We assume that for a given direction k the ex­
pansion of iS· ( k) in powers of k is of the follow­
ing form: 

(41) 

Here liS' 8 and Ms do not depend on k, but depend 
on the direction of k, i.e., on s. In the case of an 
isolated exciton absorption band the dependence of 
~s on s is given by formula (35). We shall call 
Ms the effective mass of the exciton in the direc­
tion s. 

If we introduce the notation 

2M c2 ( c£5 + Ha) 
·( = I + 4~W 'fJ, P·s = -i;- I - 1iw , 

(42) 

then the result of substituting (31) into the expres­
sion (38) for y can be rewritten 

I = 1' + Bs't) / (n2 - l.l.s)· (43) 

This formula differs from the corresponding for­
mula of reference 1 only by the fact that the expres­
sion for JJ.s has acquired in addition to 188 the 
complex term Ha, while the expression for Bs 
has acquired the complex additional term a. 

If we assume that the exciton lifetime is infinite 
( Ha = 0, a = 0), then (42) and (43) reduce exactly 
to the corresponding equations of reference 1, and 
yield all the subsequent results of references 1 and 
2, subject to the restrictions that follow from ref­
erence 4 (cf. also the end of this paper). As has 
been explained in references 1 and 2, in the case 

of an infinite exciton lifetime dispersion of light 
will occur, but there will be no absorption. Thus, 
absorption appears as a result of taking into ac­
count the finite exciton lifetime, which leads to the 
appearance of additional complex terms Ha and 
a in the quantities JJ.s and Bs. As a result, n 
also acquires an additional complex term, as can 
be seen from the expressions for n2, given in ref­
erences 1 and 2. The formulas derived in refer­
ences 1 and 2, which express n2 in terms of JJ.s 
and B8 , remain valid, but since JJ.s and B8 be­
come complex these formulas begin to describe 
the case of an absorbing crystal. 

The imaginary part of n determines, in a well 
known way, the damping of a monochromatic wave 
in space. But, as has been shown in reference 1, 
several plane waves arise simultaneously in a 
crystal, each with its own index of refraction and 
damping coefficient. These waves are coherent 
and therefore cannot be investigated independently 
of each other. The total intensity of light is spa­
tially damped nonexponentially. Therefore, strictly 
speaking, the phenomenological concept of the co­
efficient of light absorption (the coefficient in the 
exponential expression for the spatial damping of 
light intensity) loses its meaning. But the quan­
tities actually measured by experimenters in in­
vestigations of light absorption in crystals com­
pletely retain their meaning. These include, for 
example, the reduction in the intensity of light in 
passing through a plane parallel plate. This can 
be easily calculated with the aid of the formulas 
of Sec. 3 of reference 2, provided we introduce 
the already-mentioned complex terms added to 
the indices of refraction in the case of a finite 
exciton lifetime. This will be done in a later 
paper. In another paper we shall also obtain ex­
pressions for Ha and a for specific exciton 
models. 

4. LONGITUDINAL WAVES 

Let us investigate the solution of the time-de­
pendent Schrodinger equation for a crystal in the 
absence of an external perturbing field, i.e., when 
A ( r, t) = 0. The problem reduces to the solution 
of the system of equations (11), (12) with W~0 = 0. 
We shall, as before, seek the solutions for Cm in 
harmonic form (10), but for the coefficients Am 
we shall obtain in place of (14) the following system 
of equations: 

[c\S'm (f) -Tiw] Am+ LH"mm' (f) Am'= 0. (44) 
m' 

By setting the determinant of this system equal to 
zero we obtain the values of w (f), i.e., the fre-
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quencies of the characteristic polarization oscilla­
tions of the crystal. By finding, for each root 
w {f) in {44), the coefficients Am and substituting 
them into {10), we obtain the corresponding Cm. If 
these Cm are substituted into {7), and if {8) is 
taken into account, the following expression is ob­
tained for the polarization eigenwave in the crystal: 

P0 =~AmPm(O), W=W(f). {45) 
m 

This result is obtained on the basis of Schrodinger's 
equation, but without taking into account Maxwell's 
equations. Therefore, it is now necessary to de­
termine the additional limitations imposed by the 
latter. 

It is clear that if the vector P 0 is not parallel 
to f, the polarization wave {45) will give rise to a 
magnetic field and, consequently we shall have 
A {r, t) ~ 0. This contradicts the initial assump­
tion of this section of the present article, violates 
the result {45), and brings us back to the case dis­
cussed in the preceding sections. But if the vector 
P0 is parallel to f, then in this case, according 
to Maxwell's equations, the polarization wave {45) 
will give rise only to an irrotational electric field 
E' which is produced without retardation by the 
fictitious charges of the dielectric polarization, 
and which is equal to 

E' =- 47tP. {46) 

Maxwell's equations will all be satisfied if, in addi­
tion to {46), we set 

D = H = E1. =A= 0, {47) 

Thus, the solution {45)- {47) satisfies both the 
Schrodinger equation and Maxwell's equations. It 
represents a plane longitudinal wave of the electric 
field E' and of the polarization. In this case even 
though E' is a macroscopic field, it nevertheless 
represents the. Coulomb interaction of the charges 
of which the crystal is composed and which, conse­
quently, appears in H, and not in the perturbing 
operator W. 

The condition P0 II f determines those directions 
of f for which longitudinal waves occur. The num­
ber of such direction increases as the symmetry of 
the crystal becomes higher. It can be shown that, 
say in a cubic crystal, longitudinal waves can be 
propagated in an arbitrary direction {it is assumed 
that the wavelength is considerably greater than the 
lattice constant). 

In the limiting case of long waves it is possible 
to introduce the concept of the usual macroscopic 
dielectric constant. In the case of longitudinal 

waves the latter is equal to zero, since D = 0, 
while E ~ 0. 

It is not difficult to understand why {45) cannot 
be obtained as one of the solutions of equations {39) 
and {43). The point is that {39) was obtained as the 
condition for the existence of such solutions of 
equations {38) for which D and E 1 differ from 
zero. But in the case of a longitudinal wave we 
have just the case D = 0, E1 = 0. Therefore the 
index of refraction of the longitudinal wave does 
not have to satisfy Eq. {39). 

In the case when the system of equations {44) 
reduces to only one equation { nondiagonal elements 
of the matrix Hihm' are neglected and an isolated 
excited level C8m = & {f) is assumed), of the form 

[&(f)+ Ha(f)-hw]Am=O, 

we obtain 

Am=/= 0, if hw = C8 (f)+ Ha (f). {48) 

Since Ha is complex {48) means that, for real f, 
w is complex. This means that the polarization 
oscillation will be undamped in space but damped 
in time; its energy will be converted into the en­
ergy of excitation of states q of the second group. 
But it is possible, on assuming a real value of w, 
to obtain a complex f from {48). We then obtain a 
polarization oscillation which is stationary in time, 
but damped in space. Such an oscillation may exist, 
for example, on the surface of a crystal and be 
damped out with penetration into the crystal; it is 
maintained in the steady state by an electromag­
netic wave that enters the crystal from the vacuum. 

In the case of the limiting transition to the infi­
nite lifetime of the excited state, when Ha- 0, 
{48) reduces to the corresponding result of refer­
ence 1. 

In conclusion we note a certain omission made 
in reference 1. In that paper we have uncritically 
followed other authors by assuming that the exciton 
ehergy C8 { k) is an analytic function of the compo­
nents of the quasi-momentum kx, ky. kz, and we 
expanded & { k) in powers of these three argu­
ments. But in our subsequent paper4 it is shown 
that the interaction of crystal cells situated far 
from each other, an interaction due to the irrota­
tional part of the electric field accompanying the 
exciton wave, gives a finite contribution to the ex­
citon energy & { k). This additional term is a dis­
continuous function of kx, ky, kz: its value at 
k = 0 depends on the direction of the vector k, 
when its modulus tends to zero. Therefore, the 
expansion used in reference 1 is not justified. In 
this paper we use, in place of the foregoing expan­
sion, an expansion in terms of I k I [Eq. (41)] and 
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it is emphasized that f€8 and M8 depend on the 
direction of propagation of the exciton wave s in 
accordance with reference 4. Moreover, we obtain 
all the basic results of reference 1. But certain 
specific assertions of reference 1 must be corrected. 
Thus, it is shown in reference 4 that in cubic crys­
tals the magnitude of f&s is different for excitons 
with longitudinal and transverse polarization. Ms 
may also differ for excitons of these types. The 
energy bands of excitons with transverse polariza­
tion must overlap in pairs (we are referring to 
exciton states into which phototransitions from the 
ground state of the crystal are allowed). For each 
pair of overlapping bands the magnitudes of f€s 
must coincide, and must not depend on the direction 
of s, while the magnitudes of M8 must coincide 
for two bands only in the directions of the edges 
and the space diagonals of the basic cube. 
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