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In this paper we give the theory of superconductors containing impurities at the absolut~ zero. 
The dependence of the penetration depth on the impurity concentration is considered for small 
atomic concentrations. We have obtained the electrodynamic equations in an alternating field 
for superconductors with a mean free path which is smaller than the correlation length. 

IT is well known that Bardeen, Cooper, and 
Schrieffer1 succeeded in formulating the electro­
dynamics of superconductors with the aid of their 
theory of superconductivity. They obtained equa­
tions connecting the current with the vector poten­
tial which replaced the old equations of the phenom­
enological theory of H. and F. London. Of most 
interest was the non-local character of the connec­
tion between the current and the field for the ma­
jority of pure superconductors. 

The non-local character is put into the very 
basis of the theory which is based on the physical 
idea of Cooper's2 about the formation of bound 
singlet pairs of electrons near the Fermi surface 
under the action of the phonon interaction. The 
dimensions of such a pair causes the existence of 
a correlation between electrons at distances of the 
order ~ 0 "' 10-4, which becomes apparent in the 
form of a non -local connection between the field 
and the current, if the penetration depth of the field 
is less than ~ 0 • The majority of pure superconduc­
tors belong to that class. 

The creation of a theory of superconductivity 
made it possible to consider a whole series of 
phenomena. With its aid they could construct the 
thermodynamics and electrodynamics of supercon­
ductors1 and, in particular, determine the behavior 
of superconductors in a high-frequency field. 3 A 
very interesting problem is that of "alloys," i.e., 
of superconductors with impurity atoms of other 
elements or other lattice defects. In the normal 
state these defects cause the so-called residual 
resistance. 

At very small concentrations the role of im­
purities is small. Increasing the concentration, 
however, leads to a decrease of the spatial corre­
lation of the electrons in the superconductor. For 
a sufficiently concentrated alloy the role of the 

correlation parameter goes over from ~ 0 to the 
electron mean free path. Thanks to this, it is nat­
ural to expect the appearance of a local connection 
between the current and the vector potential for 
such concentrations where the mean free path be­
comes less than the penetration depth. The differ­
ence with the Londons' theory will lie in a change 
in the constant of proportionality of j to A. Be­
low we shall consider this problem, assuming, 
however, that the atomic impurity concentration 
is small. 

The problem of the penetration of a weak elec­
tromagnetic field into a medium is solved if we 
know the Green function of the field in the medium 

D;k (x- x') = 4;i <T (JI; (x) Ak (x'))). · (1) 

The function Dik is directly connected with ex­
perimentally observed quantities. Let Dik ( k, w0 ) 

be the Fourier transform of Dik ( x- x'): 

D;k (x- x') = (~• ~ exp {ik • (x- x') 

In view of the symmetry of the tensor Dik we 
have 

The function D2 which determines the longitudi­
nal part of Dik is connected with the gauge of the 
vector potential and is arbitrary. The physical 
quantities depend only on the transverse part, i.e., 
on D1• 

With the aid of the general theory of the anoma­
lous skin effect we can arrive at the following for­
mula for the surface impedance in the case of dif-
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fuse scattering at the surface* 

Z = 4"'::"'o I~ In [k2D1 (k2 , w0)] d [ k [. (2) 

We recall that the penetration depth of the field is 

o = Re [-~ iZ] . 
'±'T:Wo 

(3) 

Usually, instead of finding the function Dik one 
finds the connection between the current and the 
vector potential 

h =- Qik (k, u>o) Ak (k, w0). 

To find the connection between the tensors Dik 
and Qik· It is sufficient to substitute (4) into the 
Maxwell equation and to write down with its aid 
an equation for Dik· This gives 

(4) 

(D-1h = (k2oik- kikk) + -';;'- Qu,. (5) 

The first term corresponds to the "zero" value of 
the tensor Dik• obtained by neglecting the inter­
action of the field with the electrons. In Eqs. (2) 
to (5) we have implied w0 > 0. 

From Eq. (5) it is clear that the tensor Qik 
must be symmetric. Also, since the current is 
conserved ( kih = 0) it follows from Eq. (4) that 
it must be transverse. t Equation (5) determines 
thus only the transverse part of Dik and its lon­
gitudinal part remains arbitrary, as it should be. 

We evaluate below the function Dik ( k, w0 ) for 
a superconductor with impurities, using the tech­
niques of the quantum field theoryt (see reference 
4, which in contradistinction to other methods1•5 

makes it possible to state the problem very clearly). 
We assume that we have already taken into account 
the interaction of the electrons with the impurities 
and consider their interaction with the electromag­
netic field. The Hamiltonian of this interaction is 

*The correspondence of this equation with the usual expres­
sion is easily established using Eqs. (4) and (5). 

t The method of finding the tensor Qik usually employed in 
various problems of the theory of superconductivity (see refer­
ences 1 and 3) leads to an expression which is not purely 
transverse. One can, however, show by means of a more rigor­
ous calculation based on the equations of reference 4 that to 
get the correct result for the given problem it is sufficient to 
retain only the transverse part of the tensor Qik obtained by 
the usual method, or to use a vector potential satisfying the 
condition div A= 0. 

t We must emphasize that the method used here is suitable 
only at T = 0. In the case where T -f 0 there will occur, in­
stead of simple time-ordered products, more complicated combi­
nations which make this method practically innapplicable to the 
problem under consideration. 

Hi= ~ ~+ (x) tjl (x) 1\2 (x) + ie: (x) (Vx- Yx'W (x') tJI (x). 
me .... me , . · 

x->X (6) 

Dyson's equation for the function D will be of 
the form 

_, -1 n _ ~--o =D(O)+ ~ + ~--· (7) 

where a solid line corresponds to an electron and 
a wavy one to a photon. More complicated diagrams 
with internal photon lines can be neglected in the 
non-relativistic approximation. 

Comparing Eqs. (7) and (5) we see that, apart 
from a factor 4n/c the term added to D(o) cor­
responds to the tensor Qik· The first term of this 
addition gives simply ( Ne2/mc) Oik in Qik· The 
second diagram is more complicated. For the fol­
lowing it is convenient to separate, as is usually 
done, one of the photon vertices, for instance Pi, 
from the remaining part which, apart from a co­
efficient, can be considered as the result of includ­
ing the photon vertex Pk in the electron line. To 
find the coefficient is not difficult (the factor 2 
comes from taking the trace over the spin). In 
this way we get 

(8) 

where P± = (p ± k/2, w ± w0/2 ). 
As far as the interaction of the electrons with 

the impurities is concerned, the corresponding 
term in the Hamiltonian is of the form 

Ha = u(X-Xa)tJI+(x)tjl(x), (9) 
a 

where u ( x- Xa) is the interaction potential with 
an impurity atom at the point Xa. We shall assume 
that the impurity atoms are randomly distributed 
in the metal and that their distance apart is large 
compared to the lattice period. We assume, of 
course, that the impurity concentration is so small 
that the interaction between the electrons is not 
changed. We shall denote the impurity vertex in 
the Feynman diagrams by a cross. It corresponds 
to a factor 

(10) 

where u ( q) is the Fourier component of the po­
tential u ( x) and q is the momentum transferred. 

For the sake of clarity we first give the calcu­
lations for the application to a normal metal with a 
residual resistance (Sec. 1). We then consider 
superconducting alloys (Sec. 2). All calculations 
refer only to the absolute zero. 
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1. RESIDUAL RESISTANCE OF A NORMAL METAL 

We introduce the Green function of a system of 
fermions 

G"~ (x, x') = - i <T (~" (x) 4t (x'))). (11) 

For a pure metal we have:* 

Goa~ (x- x') = Oa~ (27tt4 ~Go (p) eiP<x-x')d4p, (12) 
Go (p) =(w-e+ io sign wt1 , 

where ~ = v (I p 1- Po), v = Po/m, 6- +0. When 
impurities are present the Green function (11) is 
not.the same as expression (12). We shall write 
it in the form 

G"~ (x, x') = oa~ (27tt7 ~ G (p, p', w) 
(13) 

xexp {ip·x-ip'•x' -- iw (t- t')} d3pd3p' dw. 

The function G (p, p', w) is expressed as a sum 
of the diagrams given in Fig. 1 according to· the 
well-known rules of field theory. Each line cor­
responds to G0 ( P). 

Summing over the diagrams gives an integral 
equation for G {p, p', w ): 

G (p, p', w) = o (p- p') G0 (p) (14) 

+ (27tt3 ~ G0 (p) ~ u (p- p") i<P-P')xa G (pN, p', w) d3p" 
a 

We are not interested in the exact solution of 
(14), since the impurity atoms are randomly dis­
tributed over the metal. We must average all ex­
pressions over the positions of all impurity atoms. 
It is then essential that by virtue of our assumption 
about the smallness of the atomic concentration the 
average distance apart of the impurity atoms is 
much larger than the atomic distances in the metal­
lic lattice, so that the averaging can take place over 
volumes with dimensions large compared to the 
interatomic distances. After such an averaging, 
the Green function G (p, p', w) is clearly of the 
form 

*Here and henceforth we use units with 1i = 1. 

G(p, p', w) = G(p, w)o(p-p'). (15) 

The absolute magnitude of the momenta p, p' 
which are of interest to us are of the order of 
magnitude of the momentum Po at the Fermi sur­
face which in turn is of the order of the inverse of 
the interatomic distances. This fact makes it at 
once easy to carry out the averaging. 

We shall perform the calculation in the Born 
approximation, i.e., we shall assume that 
P5j u ( x) d3x « Eph. Once can show that the final 
results expressed in terms of the collision time 
will also be correct in the general case. 

The simplest diagram for G contains only one 
cross. The value obtained by averaging over the 
position of the impurity atom is a constant 

u ( q) ei(q·Xa) = u ( 0 ), which can be included in the 
ground state energy and which in the following we 
assume to be equal to zero. The n~xt diagram, as 
far as complexity is concerned, contains two 
crosses referring to one atom (Fig. 2a). The av­
erage value of these diagrams (without external 
G0 ) is equal to 

(16) 

where V is the volume of the system. In the fol­
lowing we shall be interested in values of I p I 
which in absolute magnitude are close to Po· The 
integral in Eq. (16) can be split into two parts: an 
integral over values of I p' I far from the Fermi 
surface and one over values near the Fermi sur­
face (the limits of the second integral over I p'l 
can be taken symmetric with respect to I p' I = Po ) . 
The integral over the far region gives a real con­
stant which together with u ( 0) is a renormaliza­
tion of the chemical potential and need not be con­
sidered. One may assume that in the second inte­
gral u ( p-p') is a slowly-varying function. Sub­
stituting Eq. (12) for G0 (p) and summing over 
the impurity atoms (which simply means multi­
plying by the number of atoms) we get the essen-
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tial contribution to the G -function: 

i sign wf2"=, 

where 

(17) 

is the time between collisions, n the number of 
impurity atoms per unit volume. From this it is 
clear that the region near the Fermi surface plays 
the leading role in the integrals. 

From this point of view not all diagrams are 
equivalent. Let us compare, for instance, the three 
diagrams of Fig. 2b. (Dotted lines connect crosses 
referring to one atom.) We see easily that in the 
first two expressions the integration over p' and 
p" can be performed over arbitrary angles between 
the momenta near the Fermi surface. On the other 
hand, in the third integral the requirement that all 
arguments of the G -functions are near the Fermi 
surface leads to a limitation of the angles. As a 
result the contribution from such a graph turns out 
to be less by a factor ( vp0G) -l as compared to the 
others. Since in the following we need values of w 
and ~ ,...., 1/T where T is the time between colli­
sions, the smallness of the "intersecting" graphs 
can be estimated to be ( p0l) -t where l = VT is 
the mean free path. 

One can easily show that a small contribution 
is also given by diagrams containing more than 
two crosses from one impurity atom. Let us, for 
instance, compare the total contribution (from all 
impurity atoms ) of diagrams of the kind of the 
first one of Fig. 2b with diagrams of the type 2c. 
The first ones give a quantity of the order of mag­
nitude 

1 1 
-Go~-. 
-r2 1: 

The second ones give, as far as order of magnitude 
is concerned 

~ u• (~) p~ ~ ~[5 udVp~]2 «:: ~. 
't" v 2 -r Eph - -c 

It is thus clear that we need consider only diagrams 
'containing up to two crosses on one impurity atom. 

Summing all essential diagrams (i.e., only "pair" 
diagrams and those which do not contain "intersec­
tions" like the third diagram of Fig. 2b) we get the 
following expression for the G -function: 

G (p) =Go (p) + nG0 (p) ~I u (p- p') 12 G (p') (~~~ G(p). (18) 

If we do not wish to use the Born approximation, 
it is necessary to take into account diagrams with 
many crosses at one impurity atom. One can show 

a b 

FIG. 3 

c 

that all changes which this entails are taken into 
account by replacing the Born amplitude u ( (] ) by 
the total scattering amplitude. This remains true 
also for all calculations in the following. We can 
therefore imply in all formulae by u ( (] ) the total 
scattering amplitude. 

The solution of Eq. (18) is 

G ( ) - 1 
p - w- ~ -G (w)' 

where G ( w ) satisfies the equation 

a (w) = n I I u (p- p') 12 1 d3p' 
) w- ~- G (w) (2r.)3 

Assuming G ( w ) to be purely imaginary ( G ( w ) 
= - i{3) and applying to the integral on the right hand 
side the same approach as was applied to (16) we 
find 

~ = sign~ I 2't, 

where T is determined by Eq. (17). Comparing G 
which is obtained in this manner with the case of 
small amounts of impurities ( G - G0 ) we find 
that f3 = sign w/2T or 

(19) 

Going over to the x -representation we see eas­
ily that the whole change in G as compared to G0 

is obtained by multiplying the latter by an exponen­
tial screening factor 

G = G0e-1 x-x' l/21, (20) 

where l = VT. 

We now proceed to evaluate Qik· Putting the 
photon vertex into the electron Green function 
G(p, p', w) we get: 

(21) 

-- (2 )-3 I G ( ' ' wo ) 'G ( ' wo \ d3 ' - 7t ) \p+,p+,w,-2~ P p_,p_.~)-2; p. 

The function G ( p, p', w ) entering here corre­
sponds to the sum of the diagrams in Fig. 1 and 
is described by Eq. (14). To average o'Q"er the po­
sitions of the impurity atoms we must take into 
account that the average of two Green functions is 
not equal to the product of the two average values. 

For a pure metal expression (21) corresponds 
to the diagram of Fig. 3a. After averaging over 
the positions of the impurity atoms, it turns out 
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that apart from the simple diagrams corresponding 
to the transition from the zeroth Green functions 
G0 ( p) to the function G ( p) of (19) the essentia-l 
diagrams for the quantity (21) are those of Fig. 3b. 
The large contribution from these corrections is 
connected with the fact that the photon momentum 
occurring in the vertex I k I « p0• Diagrams of an­
other kind, for instance the graph of Fig. 3c, are 
far smaller since one of the integrations in them 
is over a region of momenta far from the Fermi 
surface. The averaging of the quantity (21) is thus 
performed by the summation of the "ladder" dia­
grams of Fig. 3b. 

The integral equation for ll ( P+• p_) is 

II(p+, p_) 
(22) 

= G (p+) G (p_) [P + (Z~)a ~ Ju tP- p')j2 II(p~. p'_)d3p']. 

There are two limiting cases possible: 
(a) The skin effect is anomalous, ( kv) » T; 

it is easy to verify that the integral on the right 
hand side of (22) will be negligibly small in that 
case ("' 1/kvT). 

(b) The skin effect is normal, ( kv) « 1/T; 
this case is just of the greatest interest to us. In 
Eq. (22) we can then assume P+ = p_ . 

The vector obtained from the integral on the 
right hand side of (22) will clearly be parallel to 
p. We introduce the notation 

Since I pI ~ p 0, we can assume A ( w, w0 ) to be 
independent of I p 1. We multiply (22) by n ( 21r) -a 
x lu ( 1-p) 12 and integrate over d3p: 

lA (oJ, (•Jo) (24) 

= -(2.:)" ~! u (1- P) I2PG (p+) G (p_) (I +A (w, w0)] d3p. 

Replacing G ( p) by Eq. (19) we find easily that 
A ( w, w0 ) is only different from zero if I w I < 
w0 /2, since in the opposite case both poles in (24) 
for the integration over ~ according to (20) lie in 
the same half-plane. In that integral A does not 
depend on w. Integrating over ~ and using the 
relation 

cos G = cos 0' cos()"+ sin 6' sin 6" cos ( cp'- 9"), (25) 

we get 

J i 1 
A ( w, w0) = -~- . "'o + i I "'tr 

l o. 
(26) 

where 

1 1 1 1 nmp0 \' , , 

-~ = -;r·- .,1,-; ~ = (Zrr)" .) I u (OJ J· (I- cos&) dD.. (27) 

After substituting (26) into (22) and (7) and inte-· 
grating, assuming that w0T « 1, we find 

(28) 

The "transport" collision time enters into the con­
ductivity a= Ne2Ttrlm, as should be the case. 

2. SUPERCONDUCTING ALLOYS 

The method given above will now be applied to a 
study of a superconductor with impurities. The 
main difference as compared to what was given 
above lies in the fact that a superconductor is de­
scribed by three Green functions: 

oaf>G (x, x') = - i (T (tjl" (x) 'ft (x')) ); 

Iar>f+ (x, x') = (T (tjlt (xH;f (x'))); (29) 

-- Ia~F(x,x') =(T(tjl"(xH~(x'))), 

where ia{3 = - if3a, f2 = -E. These functions were 
introduced in reference 4 for a pure superconductor 
and are equal to 

where 

G (x- x') = (2TCf4 ~ G (p) efp(x-x')d4p, 

p+ (x _ x') = (27tf4 ~ p+ (p) eip(x-x') d4p, 

F (x-x') = f+(x -x'). 

"'+I; . -+ - i/1 
Go(P)== w"-1';"-t."+ia' fo(P)- w2-E;'"'•-__,t....,."_+_ico-a 

(o _,. + O). ' (30) 

The occurrence of three Green functions makes 
it necessary to change the diagram technique.* The 
functions G, F+, and F can be represented by 
the lines with arrows given in Fig. 4a. If vertices 
are included in an electron line it is necessary to 
put an arrow next to the vertex. If the interaction 
Hamiltonian includes products If!~ (y') If! a (y) 
(this always occurs in our problem) the arrows 
around the vertex must be aimed in the same di­
rection. There are then two possibilities: both 
arrows can be directed towards the left or towards 
the right. From Fig. 4c it is clear what will be the 
result of including vertices 1/J+ If! in the functions 
G, F+, and F. The result can be written in the 
form 

G (x, x')->- G (x, y') G (y, x') + F (x, y) p+ (y', x'); 
f+ (x, x')->- p+ (x, y') G (y, x') + G (y, x) p+ (y', x'); (31) 
F (x, x')-... G (x, y') F (y, x') + F (x, y) G (x', y'). 

*The technique with three Green functions was worked out 
by S. T. Beliaev6 in an application to the Bose gas. 
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The inclusion of vertices leads in this way to the 
appearance of F and F+ lines in the diagrams 
for G and similarly to G lines in the diagrams 
for F and F+. The equations for G, F+, and F 
are therefore more complicated than Eq. (14), ob­
tained, by summing the diagrams of Fig. 1 with one 
G -function. 

The derivation of these equations and their solu­
tion are given in the Appendix. It turns out that the 
averaging over the positions of the impurity atoms 
of the functions G ( p ) and F+ ( p ) = F ( p ) can be 
obtained from the expressions (30) for a pure super­
conductor by the substitution 

where 

{1+ i/2"Vw2 -C."; uJ~>D.~, 
"f/= 

1 + 1 /2"1/ f'.2- w2; w2 < f'.2; 

(32) 

T is the collision time for the metal in its normal 
state. One can easily verify that, as in Eq. (18) of 
Sec. 1, these equations signify in coordinate space 
a multiplication of the function G0 ( x) and Fci ( x) 

by e -lxi/2Z 
We now turn to the determination of the function 

Qik· This time we have two diagrams correspond­
ing to the simple loop for a normal metal. They 
are given in Fig. 5. This means that instead of a 
product of two G's we have now the combination 
GG- FF+ (the sign is due to the fact that the op­
erator 'Vy- 'Vy' occurs in the electromagnetic in­
teraction, which changes sign if the direction of the 
arrows at the vertex is changed). For the follow­
ing it will again be convenient for us, taking the 
two loops of Fig. 5 together, and taking one of the 
photon vertices Pi separately, to consider the re­
maining fa-ctor as the result of including the photon 
vertex Pk in the function G. After this Qik will 
be of the form (8) and the problem lies in evaluating 
the vector IT. 

To average IT over the impurities we note at 
once that since superconductivity changes the Green 
functions only near the Fermi surface we need again 
only sum over ladder graphs of the type given in 
Fig. 3b. Owing to the modified diagram technique, 
we must consider, as can easily be seen from 
Fig. 6, not one, but four different vectors IT(i) 
( i = 1, ... , 4) which occur as a result of including 

FIG. 5 

photon vertices in G, F+, G (-), and F (where 
G(-) denotes G with the arguments interchanged). 
The first of these quantities enters directly into 
the integral (8) for Qik· 

We obtain easily for the IT(i) a set of four inte­
gral equations. The first one of them is obtained 
w.ith the aid of Fig. 6 and has the form: 

n<l) (p+, p_) = p [G (pJ G (p_)- F (p+) F (p_)J (33) 

+ G (p+) G(p_) A<ll + F (pJ G (p_) A<2J 

+ F (p+) F (p_) A<3>+ G (p+) F (p_) A <•>. 

The quantities A (i) ( w, w 0, k, p) are the integrals 
(23) of the IT(i) ( p+, p_). The remaining equations 
are obtained in a similar way. We shall not write 
them down since, as was pointed out above, we only 
need IT(l) ( P+• p_). 

As was already noted, for high impurity concen­
trations the role of the correlation length is assumed 
here not by ~ 0 = vI~ but by the mean free path l . 
As the impurity concentration increases this length 
decreases. We shall consider here the case where 
l is much less than the penetration depth. It is 
then natural to expect a local connection between 
the current and the vector potential. The case con­
sidered is characterized by the condition kZ « 1, 

which leads to a considerably simplified equation. 
Indeed, neglecting k, we obtai~ P+ = p_. It is 

easy to check that in that case A (I) ( w, w0, k, p) ~ 
pA(l) (w, w0 ) and 

{34) 
A(3) (w, (l)o) c= -A (l) (w, Wo); A(2) (l•l, (•lu) '= A(4) (roJ, luo)· 

The set of equations for A<1•2) takes the form 

pA <1> (w, wo) = (2;)3 ~I u ;p- p') [2 p' {[G (p~) G (p~) 

- F (p~) F (p~ )] 'X [ 1 +A (1) (w, w0)]. 

' ' ' ' (2) + [F (p+) G (p_) + G (P+) F (p_ )] A (w, w0)} d3p; (35) 

pA (2) ((u, w0) = (2:)3 ~ [ u (p- p') !2 p' {[F (p~) G (p~) 

- G (- p~ ) F (p~ ) ] [ 1 + A <1> ( w, wo)] 

+ [G (-- p~) G (p~) + F(p~) F (p~ )l A <2> ((1), (1)0)} d3p. 

-AA 
FIG. 6 
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Substituting into (35) the expressions (30) and (32) 
for the functions G and F, integrating over ~ , 

and using the relation (25) we arrive at the follow­
ing expressions for the quantities of interest to us: 

. 1 - ("'+"'- + Ll2) I V ,:~ - Ll2 Vw2_ - Ll2 
A (1) (w, w0) = - 1- ----:;:-;-==;;===;---::r=='"::===-----

2"tl V w; - Ll" + V ~>: - Ll2 + i I "ttr 

Substituting (34) and (36) into (33) we find 
rr(t) ( P+• p_) and substituting this into Eq. (8) we 
get an expression for Q: 

X (1 +A <1> (w, w0)) + 2i~wA <2> (w, w0 )] (37) 

The contour around the singular points in the inte­
gral over w is given in Fig. 7a for the case w0 < 
2.6. and in Fig. 7c for the case w0 > 2.6.. Before 
performing the integration (37) we note that the 
integral of the first term in (33) diverges. One 
must therefore observe the well-known caution 
in the problem of the order of integration over w 
and ~. A closer inspection shows that one must 
first integrate by parts. 

We first find the penetration depth of a static 
magnetic field into a superconductor. The latter 
is connected with Qik by the relation 

0 = V 4rr~ (0) ; if Q;k = 0ikQ). (38) 

The contour C in Fig. 7a can in the case w0 = 0 
conveniently be deformed so that the integration 
over w is performed along the imaginary axis 
(this is possible because of the decrease of the 
expression under the integral sign as w-oo): 

~2+ ( V w2 + Ll" + 1/ 2 "t1,)2 

( 1 \2 

d~dww2 1+ 2"tYw"+Ll" I. 

[~• + (V w• + D.• + 1/2 "ttrl2J2 }· 
-oo 

Integrating by parts over w in the first term of 
the first integral makes it possible formally to 
cancel the divergjng terms in that expression. In 

(36) 

the remaining double integral one can change the 
order of integration. The integral over ~ is at 
once performed: 

00 

Q (0) = Ne• {I-~ \ 
me 4"t1, ~ 

dw } 

-cg 

After that we integrate over w and find 
(39) 

h-1 1 cos y--:<; 
"t'tru 

2'ttr~ < 1, 

1 
arc cos 2,.1,o. ; 

Substituting this into Eq. (38) we can from this 
obtain the penetration depth. If Ttr.6. « 1 it is 
( in the usual units ) of the form 

o =-c-Vnfa~ 
2rr ' (40) 

where a = Ne2Ttr /m is the conductivity of the 
metal in the normal state. In the case Ttr.6. » 1 
the expression for the penetration depth goes over 
into the usual London formula: 

o = V mc2 J 47tNe2 • 

It is well known1 that pure superconductors fall 
into two classes: in one we have o > v/.6. for all 
temperatures; they can be called London supercon­
ductors. In that case there is no limit whatever for 
the quantity Ttr.6.· For the other superconductors, 
which .can be called Pippard superconductors, we 
have o < v/.6. at T = 0. In that case from the con­
dition l « o follows always that Ttr.6. « 1. The 
Pippard superconductors are thus described by 
Eq. (40) for l « o. In the case when the mean 
free path l » o the theory developed in reference 
1 is clearly correct for Pippard superconductors, 

l' 'I a .. c:5 o o 
-.1-~ -M~ <l-~ 

, 3 2 2 

b &. I 
cuD <:ZJ 

Ll+wo 
2 

c .. co 0 I 0 o .. 
-.1-~ .1-~ -.1+~ <I+~ 

2 2 2 z 

d : _J __ : -- --
I 

w0 >if a 
FIG. 7 
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independent of the relation between l and v / 6.. 
From this theory we obtain 

Q (k O) = 3TC2 Ne 211 • 
' 4mc vk 

Comparison of (40) and (41) shows that Eq. (40) 
must be used, if 

(41) 

(42) 

We now proceed to the case of an alternating 
field. It is of interest to follow the transition from 
a superconductor to a normal metal as the frequency 
w0 increases from zero to w0 » 6.. We consider 
only the case Ttr6. « 1. We subtract from the ex­
pression under the integral sign its value at w0 = 0. 
The remainder can then be integrated first over ~. 

In the case when w0 < 26. we go over to the con­
tour C' (Fig. 7b) for the integration over w. We 
get 

Q(wo)=Ne2 
{. r dw [1- w+w-+!12 

] 

me } V 2 112 V 2 112 t.+coo/2 , ())+ - w_ -

The contribution from the first integral is of the 
order (r6.)2 and we can neglect it. The second 
integral leads to a complete elliptic integral. 7 The 
final expression has the following form for the 
case w0 < 26. 

Q ( ) - 20'11 E f ~) 
Wu - c . \, 2/1 • (43) 

In particular, we get for w0 « 26. 

Q (wo) = TC:A [ 1 - ( :~ r i • (44) 

In the case w0 > 26. it is convenient to com­
plete the integral to go from - oo to + oo in the 
lower half-plane (Fig. 7c). This part can then be 
discarded, since there are no poles in the expres­
sion under the integral sign. This makes it pos­
sible to simplify the expressions considerably. 
As a result, Q can be expressed as the stfm of 
elliptic integrals, if r 6. « 1: 

0' I w~- (211)2 

Q (wo) = - \WoE(><) - K (><) c w0 

. [ (2!1 )2 ] } 
-l woE h) -%K(><I) , 

where K = 26./ wo; K1 = ..[1::K2 
In particular if w0 » 26. 

(45) 

,---

1/ 
/ -lmQjl~"' 

f=:= 

I'\ / 

/ I 

~~~ .v ------ Raqj2<{,d -
0 3 

FIG. 8 

Q (w0) =- <r~ li [1- 2112 (ln~<UQ + _!_)]- TCA' \. 
c I w~ 11 . 2 w~ I ( 46) 

From Eq. (46) it is clear that if w0 » 6. the 
superconducting properties disappear; the usual 
formula for the normal skin effect turns up. It is 
of interest that the imaginary part of the current 
corresponding to absorption occurs only for w0 > 
26. ; the connection of this threshold energy and 
the binding energy of the pairs is evident. Near 
the threshold I w0 - 26.1 « 6. we have: 

Q = ~ [26 + (6 - ..<"~)\ (In~- 1 \]· w <... 26 (47) 
c 2 2/1 - w0 ) ' 0 ' 

Q 0' [ ( ()) ) ( 16/1 . \] =-c 26- •/--6 lnw0 _ 211 -l+t7t1 ; w0 >26. 

In Fig. 8 we have given the complete curves of 
the dependence of the real and imaginary parts of 
Q on w0• Along the ordinate axis are put 

[ / 26.0' J [ /20'6. J . . Re Q -c- and -Im Q -c- m their de-

pendence on w0 /26.. The impedance of a bulk spe­
cimen with a plane surface is obtained with the aid 
of Eq. (4) and is of the form 

(48) 

If Q is complex the radical means the analytical 
continuation of that quantity which is positive for 
real Q. 

The Eqs. (39), (40), and (43) to (48) describe 
completely the behavior of alloys in a constant or 
alternating weak electromagnetic field at T = 0. 
Apart from alloys, these expressions can also be 
applied to films of a pure substance with a thick­
ness less than the penetration depth. Such films 
are as a rule polycrystalline and the dimensions 
of the crystallites are not more than the film thick­
ness. The presence of boundaries between the 
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crystallites will lead to a break-up of the correla­
tion. The local character of the connection in the 
case o » l makes it possible to apply the results 
obtained above to films without any changes. It 
may then turn out to be convenient to use the com­
plex dielectric susceptibility which is connected 
with Q through the relation 

(49) 

In conclusion the authors use this opportunity to 
express their gratitude to Academician L. D. Lan­
dau for his constant attention and valuable remarks. 

APPENDIX 

In the case of the superconducting alloy the. 
equations replacing (14) are easily found by draw­
ing the corresponding diagrams. They are of the 
form 

G (p, p', w) = G0 (p) o (p- p') 

+ 1 {a ( ) \ ( ") "' ; <v-P"> xa G ( , , ) da , 
(27t)' o p ~ u p- p LJ e p ' p ' w p 

a 

+ F 0 (p) ~ u (p- p") Lei(p-p")xa p+ (p", p', w) d3 p"}; 
a 

p+ (p, p', w) = Ft (p) o (p- p') (A.1) 

+ (2~)" { F o (p) ~ U (p- p") ~ / (p-p") xa G (p'', p', w) d3p" 
a 

+ 0 0 ( -"p) ~ u (p- p") ] ei (p-p") xa p+ (p', p', w) d3 p•} 
a 

In principle it is necessary to consider also the 
equations for the function - Ia{3 F ( x, x') = 

< T ( 1/Ja ( x) I/J{3 ( x')) >. 
For a pure superconductor F ( x, x') = F+ ( x, x'). 

This property will be true also for alloys after 
Eq. (A.1) is averaged over the positions of the im­
purity atoms. 

The averaging is performed exactly as in Sec. 1. 
Using the equations4 that are satisfied by the func­
tions G0 ( p) and F 0 ( p), this set can be put into 
a very simple _form: 

(w-e- G w) G (p) + (i~ - Ft) p+ (p) = 1, 

(w + e- G~) p+ (p)- (i~ -- f;!;) G (p) = 0. 

The solution of this set is 

(A.2) 

Remembering the definition of Gw we see that 
as before Gw contains a constant term which 
means a renormalization of the chemical potential 
and which arises from the integration far from the 
Fermi surface: 

n ~ I u (p- p')[Z ~dE 
OfL = -(2-)" -'-'---'---- . 

"' (w- Gw)' +(it.- F;!;"J"- ~2 

After subtracting this term, the remaining part of 
Gw is apart from a coefficient determined by the 
same integral as Ft, as is clear from (A.2). In 

this way 

Gw/<o=f;!;j~. 

After this it is easy to find that the solution of the 
set (A.2) gives Eqs. (30) and (32). 

1 Bardeen, Cooper, and Schrieffer, Phys. Rev. 
108, 1175 (1957). 

2 L. N. Cooper, Phys. Rev. 104, 1189 (1956). 
3 Abrikosov, Gor'kov, and Khalatnikov, J. Exptl. 

Theoret. Phys. (U.S.S.R.) 35, 265 (1958), Soviet 
Phys. JETP 8, 182 (1959); D. C. Mattis and J. Bar­
deen, Phys. Rev. 111, 412 (1958). 

4 L. P. Gor'kov, J. Exptl. Theoret. Phys. (U.S.S.R.) 
34, 735 (1958), Soviet Phys. JETP 7, 505 (1958). 

5 N. N. Bogoliubov, J. Exptl. Theoret. Phys. 
(U.S.S.R.) 34, 58, 73 (1958), Soviet Phys. JETP 7, 
41, 51 (1958); V. V. Tolmachev and S. V. Tiablikov, 
J. Exptl. Theoret. Phys. (U.S.S.R.) 34, 66 (1958), 
Soviet Phys. JETP 7, 46 (1958). 

6s. T. Beliaev, J. Exptl. Theoret. Phys. (U.S.S.R.) 
34,417 (1958), Soviet Phys. JETP 7, 289 (1958). 

7 E. ,Jahnke and F. Emde, Tables of Functions, 
Dover, New York, 1945. 

Translated by D. ter Haar 
322 




