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As is well known, the Thomas-Fermi equation for electrons can be obtained by minimi­
zing a certain functional of the spatial density distribution. At the same time a functional 
of a certain function of the coordinates is established, such that its maximum value gives 
the same electron energy. It is shown for two nuclei that if one inserts into these func­
tionals the sum of the electron densities and the sum of .f functions which cause the single­
nucleus functicnals to be, respectively, minimum and maximum, then the relative difference 
between these functionals will not exceed 5%. The electron energies then lie between the 
two values of these functionals. 

1. MINIMIZATION PRINCIPLE 

FOR SEPARATIONS less than the dimensions of 
a Bohr or hit '"" 10- 8 em between the nuclei of in­

teracting atoms, the interaction between the external 
parts of the electron shells of the atoms contributes 
a term to the atomic interaction energy which is 
small compared with the energy change of the inter­
nal parts of the electron shells of the system. 
Thomas-Fermi methods are applicable to the inter-

. nal parts of the electron shells. 
Because of the relation between the electron den­

sity p and the kinetic energy of the electrons, the 
total electron energy of the system of interacting 
atoms is givem by (see, for jnstance, Gombas 1) 

It follows from Eq. (2) that 

2/ 
~o = Apo ', 

Equation (6) is the Thomas-Fermi equation for an 
arbitrary number of nuclei (for a neutral system no 
subsidiary condition is needed in performing the 
variation). 

(3) 

(4) 

(5) 

(6) 

e-z H ,= ~ A~ p'/, dv- ~ ~ -~~ p dv 
L 

(1) 

If the solution of Eq. (2) is found, then it can be 
used to simplify H = H0 , 

+ \\ p (r) p (r') dv dv' 
JJ I r- r' I ' 

where A= (317 ;~)~ h 2 /2 me2 = 2.5 X 10-8 em, and Z ie 

are the nuclear charges. We shall henceforth take 
the electron charge e equal to unity; r i is the dis­
tance to the ith nucleus. The first term on the right 
of Eq. (1) is the kinetic energy of the electrons ac­
cording to the Thomas-Fermi model, the second is 
the interaction energy of the electrons with the nu­
clei, and the t~ird is the interaction energy among 
the electrons. 

The density p is found by minimizing H. Variation 
of H with respect to p gives 

)j/, = ~ -~- _ [ Po (() dv 
Fo LJ r; ~I r- r' I · (2) 

The electric potential cp is given by 

_ ). \ '/, 1 l' Z; 
Ho- 1ojPo dv- 2 '.L.-;:;-r0dv. (7) 

If p =Po + op, op « p0 , then from Eq. (2) we obtain 

H = H0 + { ), ~ p;;-'1• (op) 2 dv 

+ _!_ \ \' 8p (r) 8p ( r') dvdv' 
2 .) j I r- r' I · 

(8) 

From Eq. (8) it is seen that what is added to H0 is 
essentially positive, so that H0 is the minimum value 
of H. We note that H0 < 0. This can be seen by in­
serting Eq. (2T into Eq. {7), obtainin~ 

2 ~ Z; 1 ~ ~ H 0 = -- ""'~- p dv--
5 LJ r i 0 10 

Po (r) Po (r')dvdv' 
I r-r'l 

(9) 
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H = _ ~ \ ) 'l,d _ ..!._ \ p0(r') Po (r) dvdv' 
o 5 J ·Po v 2 J I r - r' I (10) The function "i. (Z/ri)- (0 , as is easily seen from 

2, MAXIMIZATION PRINCIPLE 

Let us now consider another functional of some 
function f, namely 

We shall consider only real H10 so that{<."£ Zjri 
(this inequality may involve some other external 
potential on the right side), and shall require f to 
vanish at infinity.* Finally, we shall take the posi-

s;, 
tive root for ( .. .) 2 • Then clearly H1 .< 0 and can 
take on arbitrarily large negative values depending 
on f 

The maximum value of H1 is given by the condition 

(12) 

which leads to the following equation for f = [0 : 

Eq. (13), satisfies 

V2 (~ ~i -f0)=-47t~Z/3(r-r) 
'I ( Z. )'I• + 47t),-' ]~- fo , (15) 

which is identical with Eq. (6) for cp0 (r). Since the 
boundary conditions for cro (r) (that is, vanishing at 
infinity) are the same as those for("£ Z/ri- [0 ), we 
have 

(16) 

From (3) and (5) it follows that 

f = \ Po (r') dv' = ,., !..!__- ).o'l, V2f = - 47to 
0 j 1 r- r' 1 LJ r i 1 o ' o 1 o · 

(17) 
From Eq. (ll) H1 can be written in the form 

V2f0 + 4TC).-'1' (~ (Zi/ r)- fof'= 0. (13) Inserting f= (0 and using Eq. (17), i.e., 

Now let f = fo + 8[, 8[ « [0 •. Then 

- ;7t H (V f o · Vof)- 47tc'1 ~ ~/ - f o)'~oof] dv 

- ~; ~ [~ (Vof)2 + 37t),-' 1·(~ ~ii - fo f'(of) 2] dv. 

(14) 

Since 

the first integral on the right side can be replaced by 
a surface integral at infinity and vanishes in view of 
the conditions on f and 8[. Therefore the second term 
in (14) becomes 

and vanishes in view of Eq. (13). Thus the addition 
to HlG [i.e., the last term in Eq. (14)] is essentially 
negative, so that when we set f = [ 0 the value of H1 

is indeed maximal. 

*Iff= "i. Z/ri, then H1 =- oo, 

we have 

H 10 =- _i_ \ (~ !.!_- ).p'l•) p dv - 2A \ o'l, dv 
2 J "-.J ri o o 5 ~~o 

J.. ~ , 1 ~ Z i (19) = - p I. dv - -~~ ~- p dv = H 
10 o 2 ."-.J r i o o' 

which is the same as H0 as given by Eq. (7). Thus 
H0 .is the absolute minimum for H and the absolute 
maximum for H 1 • 

Iff =f. [0 , then H1 < H0 • The function f can be as­
sociated in an arbitrary way with p, so long as Eq. 
(17) is satisfied in the limiting case f _. [0 and p-+ Po• 
For in:;tance, we may set 

f = a\ P (r') dv' + ( 1 - a) ( ~ .!...!__ - ). 'I•) 
) 1 r- r' 1 £,.J r i Po ' 

where a is an arbitrary constant. 

3. ON THE PHYSICAL MEANING OF THE 

MINIMAL AND MAXIMAL VARIATIONAL 

PRINCIPLES 

As is well known, Eq. (1) for H is an approxima­
tion for the quantum mechanical H given by 
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e-2 H = ____)£__ \ ~ I V' '¥ '12 n dv 
"2me2 j .LJ h k 

" k 

- '\ ~ ~ ~.; I lf.l2 JI dv" 
j h i l h h (20) ' 

(summation and multiplication are over k from 1 to 
:kZi). 

In Eq. (20) H is the mathematical expectation 
value of the system for arbitrary '1'. The requirement 
that H be an E~xtremum in Eq. (20) leads to one of the 
possible energy values of the system given by the 
Schrodinger equation. Only for the ground state (with 
minimum energy) and for electrons satisfying the 
Pauli exclusion principle, however, does Eq. (20) 
reduce approximately to Eq. (l) with p = p0 • If p=f,p0 , 

Eq. (1) can hardly be considered the energy of the 
system without additional assumptions, since a given 
p does not in general determine the 'I' function. Nev­
ertheless, the variational principle for Eq. (1) is a 
consequence of the general variational principle for 
(20), since the relation between the kinetic energy 
and the density, as well as the relation between the 
last terms of l!:qs. (1) and (20) is satisfied not only 
by the ground-state '1'. 

As for the maximization principle for H1 defined by 
Eq. (ll), the physical meaning of the f function de­
pends on the way f is associated with the density p, 
and as has already been mentioned, this association 
is to some extent arbitrary. Thus although when 
p =f, Po we may somewhat conventionally call H as 
defined by Eq .. (1) the energy of the system, when 
f =f, {0 it is hardly possible to assign any physical 
meaning to H1 as defined by Eq. (ll). 

Nevertheless, the existence of a maximization 
principle for H1 and a minimization principle for H 
makes it possible to establish both a lower and up­
per bound for H0 • In order actually to calculate 
the exact value of H = H0 = H10 it is necessary to 
solve either the nonlinear integral equation (2) or 
the nonlinear differential equation (6), which even 
for two nuclei presents great calculational difficul­
ties even with the use of an electronic computer. 
The functional close to the extremum is not very 
sensitive to small variations in the function on 
which it depends. Making use of this fact we may 
vary p over a more or less well chosen class of 
functions, obtaining an approximate value for H0 by 
requiring that H be a minimum for this class. How­
ever even this operation involves calculations which 

are too ponderous in view of the complexity of Eq. 
(1). Several authors 1 have calculated H for two cen­
ters with p = p01(r1) + p02 (r2 ) (Hund 1 has performed 
the same calculation with a more complicated func­
tion for the special cases of N2 and F 2 ). In all of 
these cases the only accurate assertion possible is 
that "H0 is less than the calculated value of H." 
How much less, one can only guess. We now have 
available another accurate assertion: "flo is greater 
than the calculated value of H1 ." Thus if we set 
H0 = (H + H1)/2, the error in H0 is no greater than 
± (H- H1)/2. 

4. THE TWO-CENTER PROBLEM 

Let us evaluate the possible error in calculating 
H0 .by using p = p01(r1 ) + p02.(r2 ) in H, where p01 and 
p02 are the solutions of Eq. (2) for each atom sepa­
rately. 

In view of Eq. (2) we have 

~ Po; (r') dv' Z · 
-"-'-----c.-= -'--),r;'t•(r.). I r -- r' / r i • 01 t 

(21) 

Inserting (21) into Eq. (1) we obtain 

H= ), ~[-}(Pot+ Poi'- ~ (p~~ + P~:O] (pot+ Poz) dv 

- ~ ({ ~ + Z2-) (Pot+ Poz) dv. (22) "' j \ r1 r2 

In orde'r now to obtain an expression for H1 , let us 
set, analogously, f = / 01 (r1 ) + {02(r2), where {01 and {02 

are solutiQns of Eq. (13) for each atom separately. 
Then in view of Eq. (17). we have 

4~ V' 2f oi = -Po;· (23) 

Inserting f = {01 + foz into (18) and making use of Eq. 
(23), we obtain 

H = ), \ f.!.. (p + p ) - ~ (p'l, + p'l•)'l•] (p'i, + o'l•) dv 
1 J l2 01 02 5 01 02 01 ' 02 

- ~ ~ (-f: + f: J (Pot + Poz) dv. (24) 

In order to compare (22) and (24), it is conve:nient to 
introduce the quantity 

IX = (Pol - Po2) /(Pol + Po2), - I <IX< I. (25) 

Then 
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H = \ ~ (()() _;_ (l.p'l, + ).o'l•) (p + o ) dv- __!_I(~+ .22 \ (p + p ) dv J 2 01 • 02 01 1 02 2 J r 1 r 2 ) 01 02 ' 
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(26) 

H1 =\'f1(()()_1_(Ao'l,+).r)l,)(p +o )dv _ _!_\(~+-22 )(o +o )dv J 'j 2 I 01 ' 02 01 I 02 2 J f] ( 2 I 01 I 02 t 
(27) 

where 

,_ f(1+a''/, (1-a)'/,J-1 
~; (()() = 1.2 L ----z-) + ---;r-· - 1, _ _ [(~)'/, (1 - a)'/,J'I• 

'1J (()()- 1 0.8 2 + 2 . (28) 

Some values !Jf .; ( o:.) and TJ ( o:.) are given in the fol~owing table: Clearly, .; and TJ are even functions of o:.. 

c; ~o.ot,s -0.047 -0.01,4 -0.038 -o.o2g 

-0 "" 1-"·"" +0.016 0.042 0.09! 0.200 
~ -0.132 -0.129 -0.12'• -0.115 -0.1()1 -0.084 -0.061 -0.031 -! 0.008 +0.074 0.200 

~-71 0.0~4 0.082 u.o~o 0.077 0 .IJ73 0.007 U.l/59 0.047 0.034 0.!!16 0.000 

We now note that according to (21) 

<po1 = ).PJi < Zl/ r1' ?o2 = 1·PJ2 < Z2/ r2. (29) 

Therefore 

Since the absolute values of .; and TJ are no greater 
than 0.2, the last integral in both Eqs. (26) and (27) 
is at least five times greater than the first integrals 
in these equations. Therefore the last integrals in 
(26) and (27) effectively determine the magnitudes of 
H and H11 and therefore also of H0 • From Eq. (30) 
and the table for .; and TJ, 

H- H1 < 0,084 ~ ~ (l.p~1 + ).p~~) (p01 + p02 ) dv 

< 0 08 I (-2~ + -~-) (o + o ) dv ' J r 1 r 2 1 01 1 02 ' 

since .; - TJ ~ 0.084. Therefore H differs from H0 by 

3 . ~ , z;:, 
~ 1. p 1_. dv = - H . = C - · 
0 Ot Ot ), ' 

(30) 

no more than +8% and the mean (H + H1)/2 differs 
from H0 by no more than 4%. 

We have determined here the upper limit of the 
error, which is actually much smaller. In order to 
calculate it, H and H1 must he calculated with the 
appropriate zl .and z2 and with the nuclear separa­
tion R. The value o( .; - TJ is about 0.08 only if p01 

"" p03 , and is smaller in all other cases. Therefore 
H - H1 .becomes larger as Z2 and Z1 approach each 
other, and as R becomes smaller. In the limit Z2 = Z~ 

and R '""0, the calculation of H and H1 is simply per­
formed (since this case p01 = p02 ) using the well 
known relations 

~ zi 7 z;:. 
-,-. Poi dv = :-l C~. 

' 
H = - o 048.2 \ l.o'l. dv- 2 I ~1- o du = - 4 83 c z~!, · J 1 01 J r 1 1• 01 · A. ' 

z•,, 
H =- 0.132· 2 (' l.o'l,dv- 2\ _ZI_ ,o01 dv =- 5 11 C ~. 

1 J . 01 J f] ). 

When Z2 = Z1 we must set Z = 2Z1 .in H0 , so that 
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7 .' 71 ~ 71 H 0 =-2 'CZ1 'j),=-o,04CZ1 'j),. 

Thus 

H-Ho=4.17%, 
Ho 

1.38%, 

lf2 (H + Hl)-Ho -- 1 380i - • /0. 
Ho 

1 P. Gombas, Statistical Theory of the Atom and its 

Applications, (Russian translation of Statistische Theorie 

des Atoms und lhre Anwendungen, Springer-Verlag, Vienna, 
l949).1IL, Moscow, 1951. 

Trans! ated by E. J. Sale tan 
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Capture of charge carriers by structural defects, in which energy is transferred to small 
radius excitons, is investigated. The temperature dependence of recombination coefficients 
is determined. 

I. INTRODUCTION 

T HE PROBlLEM OF THE MECHANISM for cap­
ture of current carriers by impurity centers is 

still unsolved.. This statement is particularly ap­
plieable to the mechanism for carrying off the en­
ergy which is liberated during the localization of a 
carrier which makes a transition from a band to an 
impurity level. Until recently it was implicitly as­
sumed that this energy is given directly tothe lat­
tice, which undergoes a deformation during an elec­
tron transition of this type. Only recently it has 
been shown 1- 4 that this possibility is by no means 
the only one, and that the so-called radiationless 
transitions can (at least, in their first stage) also 
proceed without participation by the lattice, but 
rather via a redistribution of the energy within the 
many-electron system itself. In Refs. l- 3 this re­
distribution was caused by the presence of another 
carrier, to which the liberated energy was trans­
ferred. RP-ference 4 pointed out that for a radiation­

less transition it is sufficient for the energy to be 
transferred to any neutral excitation of the many­
electron system, and treated the process of capture 
with excitation of plasma oscillations. In all these 
cases, the conversion of the excitation energy into 
heat (i.e., conversion into phonons) occurs only in 
a later, much slower stage of the process. 

In the present paper we shall treat the. "exciton" 

mechanism for capture, in which the liberated en­
ergy goes into the formation of "Frenkel excitons" 
(i.e., excitons of small radius and, consequently, 
rather high d.issociation energy). The inverse proc­
ess- the ionization of impurity centers by exciton 
impact- was discussed earlier by Lashkarev5 and 

Zhuze and Ryvkin, 6 and treated quantitatively by 
Toyozawa 7 (cf. also Ref. 18). However, there are 
various contradictory points in Ref. 7. In the first 
place, in the formulation of the problem given there, 
the interaction of the electrons with the exciton 
field is not at all small, whereas a weak coupling 
method is used in the calculation. In addition, 

even if we disregard this main objecti~n, the spe­
cific computations in Ref. 7 are applicable only to 
traps which are sufficiently shallow to be described 
by the "hydrogen" model. All of these considera­
tions have compelled us once again to consider the 
exciton mechanism for capture, using for this pur­
pose the consistent many-electron theory of semi­

conductors developed earlier. 8 In accordance with 
many well known experimental results, we shall 

consider the capture of current carriers by deep 
traps. Calculation of the absolute value of the cap­
ture cross section turns out to be extremely diffi­
cult; however, its temperature dependence can be 
determined quite well, as we shall show later. 

In order to emphasize the essentially "intra-elec-


