
SOVIET PHYSICS JETP VOLUME 4, NUMBER 5 JUNE, 1957 

On the Construction of the Scattering Matrix. I. 
.Integral Causality Condition in Bogoliubov's Method 

13. V.MEDVEDEV 
Jl;Jathematical Institute, Academy of Sciences, USSR 

(Submitted to JETP editor June 28, 1955) 
]. Exptl. Theoret. Phys. (U.S.S.R.) 31, 791-802 (November,1956) 

An integral causality condition is formulated in Bogoliubov's method for the construction 
of the scattering matrix. Starting from this method, the compatibility ofthe conditions im­
posed on the scattering matrix and the existence theorem for the matrix are demonstrated; 
the scattering matrix is obtained in explicit form for the local theory. 

I N most works on quantum field theory, the scat­
tering matrix is constructed by starting either 

from Schrodinger's equation in the interaction re­
presentation 1- 3 or from the equations of motion for 
the field operator in the Heisenberg representation4 •5 • 

In other words, the S-matrix is obtained as 
the solution of certain equations within the frame­
work of the Hamiltonian method. However it was 
shown 6 some time ago that an analysis of the 
scattering matrix opens the way for the construction 
of a wider class oft heories than the Hamiltonian. 
There is therefore considerable interest in a method 
recently proposed by 3ogoliubov 7 • 8 (developing 
an idea of Stueckelberg9 ) for constructing the 
scattering matrix without reference to the equations 
of motion. We would especially like to emphasize 
that this method offers new possibilities for non­
local theories which are apparently irreconcilable 
with the Hamiltonian scheme. 

In order to preserve the possibility of a space­
time description, one introduces in 3ogoliubov's * 
method a function g (x) ranging over the interval 
[ 0, 1] which describes inclusion or exclusion of 

an interaction; the effective interaction L (x) dx 
is changed to L (x) g (x) dx, and one seeks the 
scattering matrix for such an interaction, consider­
ing it a;; a function of g, through a formal decompo­
sition in "powers" of g (x): 

00 1 

S(g) = 1 + ~ nr 
(1) 

n~l 

X ~ Sn (xl, ... , Xn) g (X1) ... g (xn) dx1 • •• dxn. 

Instead of using the equation of motion, one applies 
obvious physical requirements to the scattering 
matrix: A-correspondence with the classical theory, 
B-relativistic invariance, C-unitarity S(g) s+ (g) 
= s+ (g) S (g)= 1, D-causality. The last, which 
shall be called the differential causality condition, 
rna y be written in the form 

*Reported by N. N. Bogoliubov at the meeting oft he 
physico-mathematical division of the Jubilee meeting 
of the Academy of Sciences ofthe USSR in April 1954. 

a (as C~) s+ ( )) _ 0 f ../ (2} 
ag(x) ag(y) g - or X"""' y, 

where the sign 1(, signifies "later or space-like." 
The purpose of the present article is to investi­

gate (within the framework of 3ogoliubov's method) 
the causality condition in a form which differs from 
(2) and which, it is believed, permits construction 

of the scattering matrix in a simpler and more 
natural fashion. Furthermore, the new causality 
condition which will be introduced here has the 
substantial advantage that it may be relatively 
easyly generalized to a non-local theory whose 
analysis by non-Hamiltonian methods proves of the 
greatest interest. 

2. THE IN1EGRAL CAUSALITY CONDITION 

In order to formulate the causality condition, it 
is necessary to make use ofthe concepts "later" 
and "earlier." Considering two events in classi­
cal (non-relativistic) theory, the meaning of these 
concepts is graphically specified by the sign of the 
time interval between these events. It is well 
known that such a specification is not invariant in 
relativistic theory, and in order to specify invari­
antly the time order of two events, it is necessary 
to introduce three concepts: "later," "earlier," 
and "space-like." Since we are seeking here the 
scattering matrix in the form of a functional ob­
tained by integrating over certain space-time 
regions, it is natural to start with certain concepts 
regarding the possible forms of 4-dimensional time 
order. 

Consider two space-time regions G 1 and G2 • Let 

us construct at each point of G 1 a half-light cone, 
directed into the future, which we shall call the 
extended G 1 region; and let us denote by G1 the 

set of points which lie inside or at the boundary 
of at least one ofthese cones (Fig. 1). The region 
(;2 is constructed in a similar fashion. 

Now if th_!E regions G 1 and G 2 have no commo_!! 
point G 1 fl G 2 = 0, we shall say that the region G 1 
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is situated not later than G 2 , and write G 1 ~ G 2 • 

In the opposite case, if G1 f1 G2 f. 0, we shall 
write G 1 ~ G 2 • Similar stat erne nts will hold 

for G2 and G 1 • 

The relative positions of G 1 and G 2 can now be 

described by the following four logical possibilities. 
1. The region G 1 is situated not later than the 

region G 2 , the region G 2 is not situated noc later 
thanthe regionG 1 : G1 ~G2 ,G2 __& G 1 • In this 
case we shall say that the region G 2 is situated 
later than the region G 1 and write (Fig. 2) G 1 < G 2 • 

2. The region G 2 is situated not later than 

G 1 , G 1 is not situated not later than G 2 : G;! 5\, G 1 , 

G 1 -\ G 2 • We shall say that G 1 is situated later 

than G 2 and write (Fig. 3) G2 < G 1 

3. The region G 1 is situated not later than G2 , 

the region G 2 is situated not later than G 1 We shall 
say that G 1 and G2 are space-like with respect to 
each other and write (Fig. 4) G 1 "-' G2 • 

If at least one of these possibilities is present, 
we shall say that the regions G 1 and G 2 are separ-

able. 
4. The region G1 is not situated not later than 

G2, theregion G2 is not situated not later than G 1 : 

G1 -\ G2 , G2 ~ G 1 • We shall say that the region 
G 1 and G2 are unseparable and write (Fig. 5) 

G 1 ~ G2 . 

.5 
FIGS. 1, 2, 3, 4, 5 

It is clear that G 2 ~ G 1 implies that G 1 is situa­
ted later than or is space-like with respect to G2 

as reflected by the chosen notation. 
In addition to the concepts of chronological 

order which we have just defined in 4-dimensions, 
we shall need later a representation of chronologi­
cal order for two sets of space-time points 
{ x 1 , ... , x l } and { y 1 , ... , y m } • In order 

to do this we shall place each set of points 
{x 1 , ••• , xm } in a suitable 4-dirrensional region 
G, a disconnected region consisting only of the 
points of the set; now we shall say that the set 
{x 1 , ..• , x 1 } is situated later than the set 

{y1 , .•• , Ym }Jete., if the regions G 1 , and G 2 

are so situated with respect to each other. 
Consider now two regions G 1 and G 2 such that 

G 1 is situated later than or is space~like with 
respect to G 2 , G 1 ~ G2 , and define a class of 

functions g 1 (x) and g 2 (x) such that 

gl (x) =I= 0, only if 

onlyif xEG2. (3) 

It is evident that the principle of causality as it is 
understood in the usual sense requires that no 
event in G can have any influence on events in 

l 
G2. 
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It follows that the interaction localized in G 2 

[ i.e. described in terms of an arbitrary function 
belonging to the class g 2 (x] must act as if there 

was no interaction at all in the region G 1 , i. e. 

[see !lef. 8JEq. (3.13)], it must transfer the sys­
tem from the state described by the constant initial 
state amplitude 1> 0 , to a state of amplitude 

As for the effect on the system of the interaction 
localized in G1 , it must be independent of the 

explicit form of the interaction arising in G2 but 

must be solely dependent on the final state de-
scribed by the amplitude ·::I> , arising as a result of 
h . . . h g 2 b t e mteractwn, 1.e., t e system must e trans-

ferred from. the state cP g 2 to the state 

But on the other hand it is possible to reach the 
same final state by considering at once the sum of 
the effects of the interactions localized in the 
two regions G 1 and G 2 • Application of the general 

rule [see He£. (8)] must then yield a state with 
amplitude 

(5) 

But amplitudes (4) and (5) describe the same 
state of the system; therefore, <I> = <I> + 

glg2 g1 g2 
i.e., 

Equation (6) may be considered as the mathe­
matical formulation of the causality condition. 
We shall call it the integral causality condition. 

Let us restate the integral causality condition 
in the formalism of the operator functions snap-

pearing in Eq. (l) (see Ref. 8, Sec. 1 ). We 
substitute expansion (l) for S (g 1 ), S (g 2 ), and 

S (g 1 + g 2 ) in Eq. (6), equate coefficients of 
equal powers in g 1 (x) and g 2 (x), and make use of 

the arbitrariness of the functions g 1 (x) and g 2 (x) 

within the boundary conditions imposed on them 
by Eq. (3) and the condition G 1 ~ G2 ; the integral 
causality condition fort he operator function S n x 
(x 1 , ..• , xn ), equivalent to the one imposed on 

the functionals in the total integrity causality con-

clition (6), then becomes* 

if {x1 , ••• , Xz} if {xz+l, ... , Xn}. (7b) 

Comparing Eq. (7) with the analytical form 
[Ref. 8, Eqs. (4.11) and (4.12)] of the differential 
causality condition (2), we see that the former is 
considerably simpler. This reflects the fact that 
the integral condition (6) is imposed on the matrix 
S (g) itself, while the differential condition (2) is 
imposed on its variational derivative.** Thus the 
integral causality condition seems more natural 
if the direct construction of the scattering matrix 
forms the basis of the theory. 

We shall now establish the relationship between 
(6) and the differential condition (2), and show that 
they are equivalent. Consider a system with an 
interaction of intensity 

g (x) = g 1 (x) + g2 (x), (8) 

where g 1 (x) and g 2 (x) belong to the class (3), and 
assume that G 1 ~ G 2 • Then, applying (6) 

S(g1+g2) 

= S (g1) S (g2)andS+ (gl + g2) = s+ (g2) s+ (g1)· 

Now give the functi~n g (x) an infinitesimal incre­
ment o Y g in the infinitesimal neighborhood of the 

* Because ofthe symmetry ofthe function Sn in all 

its arguments, the order of enumeration ofthe variables 
in (7) is unessential, and it may be written inthe more 
general form 

= Sz (x, ••••• XJ.l) sn l (xAl ••••• XA ), 
"1 - +1 n 

Later on we shall sometimes write formulas in non­
sr,mmetrical form without mentioning the particular pos­
Sibility of so doing in analogy with (7 '). 

**Condition (2) takes on a simpler form if it is imposed 
on the Hamiltonian H (x; g) [Ref. 8, Eq. (4.10)] ; it 
therefore seems more natural if one starts to construct 
the theory not from the scattering matrix but from the 
analogue of an equation of the Tomonaga-Schwinger form. 
Making use ofthe latter method for constructing the theory 
it was shown by Bogoliubov that condition (2) physically 
describes the need for a local Hamiltonian in the inter­
action representation. 
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pointy c G1 • The operator l +oyS(g) s+ (g) which 

transforms <I> (g) into <l>(g) +oy<I>(g), then equals 

1 + oyS (gl) · s (g2) s+ (g2) s+ (gl) 

= 1 + oyS(gl)·S+(gl) 

and is of course independent of the behavior of 
g2 (x), i.e., of the behavior ofthe function g(x) 

for points z c G 2 • The function g (x) having the 

particular form (8} will then satisfy the equation 

8 (RS(g) s+ )) 
3g (z) Rg (y) • (g (9) 

which is the same as the differential condition (2). 
Consider now some arbitrary function g (x) and 

two points z ~ y. Then it is always possible to 
construct a space-like hypersurface a, such that 
% < a< y. Let us construct a family of functions 
gf (x) equal to g (x) if I x 4 - a I > E , equal to zero 

if x E a, and increasing smoothly on both sides of 
a into strips of width c. For any value of c, the 
functions gf (x) obviously belong to the class (8) 

for which Eq. (9) holds. The original function 
g (x) may therefore he considered as the limit of 
the functions gf (x) as c --+0, Accordingly, Eq. (9) 
applies to any g (x) and z ~ y. 

Thus the differential causality condition (2) fol­
lows from the integral causality condition (6). * 
The reverse statemmt follows from the fact that 
equation (2) leads to an expression for S (g) which 
obviously satisfies Eq. (6) [see Ref. 8, Eq. (4.34) ]. 

3. COMPATIDILITY OF THE CONDITIONS 
IMPOSED ON THE SCA TIERING MATRIX 

We shall show that the conditions A-D imposed 
on the scattering matrix are compatible. Returning 
to the representation (7) obtained from the causality 
condition, we note first of all that if the operator 
functions S z and S n-l appearing on the right-hand 

side are correctly transformed [see Ref. 8, Eq. 
(4.4)] , then the same thing will automatically 
happen to S n • Now if the variables x 1 , ••• , x 
can he divided into two sets { x 1 , .•• , x l } and 

*The fact that the differential causality condition im­
posed on the operator functions sn follows from (7) may 
be shown, withQut recourse to limiting processes, by 
means of a direct though rather cumbersome combina­
torial transformation. 

{x 1 + 1 , ••• , xn} which are space-like with re­

specttoeach other, then it follows from (7) that 
there are two simultaneous representations for 
Sn: 

Sn (xh ... , Xn) = Sz(xh ••• , Xz)Sn-z(Xt+h ••. , Xn) 
= Sn-l (XL+b •.. , Xn) St (xh ... , Xz], 

if {xh ... , Xz} ,..._, {XZ+l• · · · , Xn}· (lO) 

Therefore, in order to preserve the relativistic 
invariance of the theory, it is necessary that the 
operator functions for two sets space-like with 
respect to each other commute. It is easily seen 
that this condition is fulfilled if and only if the 
elementary commutators of the field operators 
vanish for space-like intervals,as in the case forthe 
ordinary invariant functions D and S. The com­
patibility of conditions B and D will then he guar-1 
anteed. 

If the set of arguments { x 1 , ••• , xn } of the 

operator functions can he divided in more than one 
way into two subsets satisfying (7h) [or (7'h)], 
then the causality condition leads to several ex­
pressions for the same S through operator functions 

n 
of lower order. We shall show that these expres­
sions are essentially identical, i.e., that the 
several conditions imposed in such a case on a 
single snare compatible. 

Assume that the set of arguments of the function 
S n (x 1 , ••• , xn) can he divided in two ways into 
two sets satisfying (7h): 

A=: {x~.,, .... , x~. 1} d- {xt.1+1, ••• , Xt.n} ==A, 
(ll.l) 

B ~ {xp.., .•. , Xp.m} d- {x!Lm+l, ••• , Xp.n} =:B. 
(11.2) 

According to (7 ~·these divisions lead to the fol­
lowing expressions for S : 

n 

Sn (xh ... , Xn) = S (A) S (A), (12.1) 

Sn (x1 , ••• , Xn) = S (B) S (B). (12.2) 

In order to show their equivalence, considerthe 
intersection AIJB of the sets A and B. Since 
A (l Be A, then from (ll.l): 

An B ;:rA. (13.1) 

On the other hand, An BCB; therefore) it follows 
similarly that: 
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An B d-B. (13 .2) 

The set of arguments A -AnB contained in A but 
not in B must be contained in B 

A-An B c B. (14.1) 

Similarly, 

B-An B cA. (14.2) 

3ut it follows from (14.1) and (13.2) that Af1B 
~ A-A!lB, and from (14.2) and (13.1) that A(JB 
~ B-AnB. Therefore, it is possible to carry 
out a further division of the factors S (A) and 
S (B) and write 

in (12.1): S(A)= S(Af/B) S (A-Af!B) 
and in (12.2): S(B) = S(AfJB) S {B-AIIB). 

Repeating the same procedure fort he sets A and B, 
we are led to two series of ordered relations*: 

A n B ;r A- A n B ?7- A- A n B d- A n B, 

(15.1) 

A n B ;r B- A n B d-B-An B d-An B, 

(15.2) 

from which are obtained the following representa­
tions for S n : 

Sn = S (A n B) S (A- A n B) S 

X (A-An B)S(A n B), 

Sn = S (A n B) S (B- A n B) S 

(16.1) 

X (B-An B)S(AnB), (16.2) 

which only differ in the two inside factors. But it 
is easily seen that A-AitB = B-AnB and B-A{}B 
= A-A/JB. Calling the first of these sets C, and 
the second D, it appears that (16.2) is obtained from 
(16.1) by the exchangeS (C) S (D) --+S (D) S (C). 
But it follows in particular from (15.1) that C;; D, 
and from (15.2) that D ;;;:, C. Therefore C "'D and 
according to (10), S (C) and S (D) commute. The 
compatibility of various expressions of the causality 
condition is then demonstrated if this condition 
can be repeatedly applied to a single S n • 

*Whenever we write a series of the form 

it implies not only the relations A 1 ::Z, A 2 • A 2 ~A 3 • 

but also all there lations A i ::Z, A j , if i < j • This pro­

viso must be added since the relation ::Z, is not transitive, 

We shall consider now how expression (7), which 
follows from the integral causality condition, is 
related to the condition of unitarity [Ref. 8, Eq. 
(4.9)] . We shall first examine the simple case 
wherein one of the points x.1 , .•• , xn (for instance, 
xn) is situated earlier Oater) than or is space-

like with respect to all the others; we shall then 
show that the operator functions appearing in Eq. 
(7) automatically satisfy the unitarity condition for 
n > 1 if it is satisfied for n = l. 

Let us rewrite the left-hand side of the unitarity 
condition [ Ref. 8, Eq. (4. 9)] , separating it into 
summations over k and over the permutations of 
terms in which x n appears in S k and S +n-k , and let 

us apply (7). We obtain 

S{ (Xn) SL1 (xh .. · , Xn-1) 

+ Sn-1 (xl, ...• Xn-1) sl (xn). 

Now carrying out in the first sum the transfor­
mation k --+k + 1, removing from it the term k = 0, 
and from the second one the term k = n- 1, it is 
found that all the terms occur in pairs whose only 
difference is the exchange of S (x ) into S + (x ) · 

1 n 1 n ' 
the whole expression can then be written in the 
compact form 

where it is assumed that S0 = S0 + = l. The last 

expression has a common factor S 1 (x n) + S / (x n ) 

which is equal to zero due to the unitarity condition 
for n = 1, and thus the whole expression vanishes. 

Our assertion has therefore been proven. We 
note that the correspondence principle requires 
that 8 5 1 (x) = iL (x) and therefore the unitarity con­
dition for n = 1 requires a Hermitian Lagrangian 
L (x). If L (x) is a Hermitian, the conditions A and 
C are compatible. 
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Consider now the general case ~erein the 
arguments xI , ••• , x n can be divided into two 

groups 

{Xv ... , Xn-m} ;:r. {Xn-m+l• • • · • Xn} • (17) 

Again we transform the sums over the permutations 

occuring in Eq. (4.9) of Ref. (8) so as to distinguish 
permutations within each set { xI , · • ., xn-m } 
and { xn-m+l, ••• , xn } , from permutation be­
tween sets; we single out in a sum over A the 
arguments of the first sets whose subsc~ipts ap­
pear in the argurre nts of S k • The remammg sum 

xl' ••. , xk ) . h 
over the permutations P L x Is t en 

'Xk+l' • • "' n 

reduced to a sum over &ermutations within the first 
group of arguments P ( 1 ' • • .,x>.. ) and within 
· XA+l' · · .,xn-m 
the second group 

p ( Xn-m+l • • • · ,Xn-m+k -A). 
Xn-m+k-A+l' · · • ,xn 

Expression (18) then becomes 

X p (' Xn-m+l' · · · ,xn-m+k-1.) 

xn-m+k-A+l' · · · ,xn 

(19) 

X Sk (x1, ... , Xt., Xn-m+l• · • · , Xn-m+k -A) 

X S~-k (xA+l• .. • , X~-m• Xn-m+k-A+I• · · · , Xn), 

where the summation limits over A are given by 
the inequalities 

Now we use the causality condition (7) in order 
to split each of the operator functions entering in 
(19) into the product of two factors, and we sub­
stitute expression (18), thus transformed, into 
the equation stating the unitarity condition 
[Ref. 8, Eq. (4.9)j. We obtain 

(20) 

p A I• • • ·' A ( 
xn-m+I' ... ,xn-m+k-1.) S (x X ) 

X Xn-m+k-A+l' · · · ,xn 

X Sk-A (Xn-m+I• · · · , Xn-m+k-A) 

X s~-k+A (Xn-m+h-1.-j-1' ... ' Xn) 

X S~-m-1. (x,_+l• · · ·, Xn-m)· 

Exchanging the summation variables k and A for 
the variables p. = k- A and A, the summation region 
is transformed within the plane p., A into a 
rectangle bounded by the lines A = 0, A = n--m, 
11 = 0, and p. = m, i.e., the sums over p. and A can 

be carried out independently. Thus we can carry 
out in (20) an internal sum over p. 

which will enter in the factor of each term of the 
sum over A. But it is obvious that this sum equals 
the left-hand side of the unitarity condition equa­
tion for n= m; if we therefore assume that the 
unitarity condition is satisfied form= 1, ... , n-1 
and for arbitrary values ofthe arguments, then 
(2) automatically vanishes for 0 < m < n. 

Thus ifthe unitarity condition is satisfied for 
m = 1, ... , n-1 and arbitrary values of the argu­
ments, then it is atomatically satisfied for m=n 
by virtue of the integral causality condition, as 
long as there exists at least one way to partition 
the arguments x 1 , ••• , xn into two non-empty sets 

satisfying (17). If on the other hand such a parti­
tion does not exist, the causality condition generally 
does not impose any limitations on S n and the 
unitarity condition can always be satisfied. Thus 
the compatibility of the unitarity and causality 
conditions is demonstrated. 

Let us finally note that the compatibility of 
conditions A and B is guaranteed if L(x) is a 
scalar; the compatibility of A and D is guaranteed 
by a local Lagrangian; and the compatibility of B 
and C follows from the fact that Eq. (4.4) of Ref. 
8 requires that S n transforms identically with all 

the products S n S n~k appearing in the unitary condi­

tion [llef. 8, Eq. (4.9)]. The compatibility of 
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the conditions A-D is thus demonstrated. 
The relative simplicity of this demonstration 

must be ascribed to the use of the integral form 
(6) of the causality condition. The use of the dif­
ferential form [Ref. 8, Eqs. (4.11) and (4.12)] consider­
ably complicates the demonstration and it was 
found easier in Ref. 8 to obtain first an explicit 
form for S (g) and then demonstrate that it satis­
fies the conditions A-D. 

The existence theorem for the scattering matrix 
S (g) follows immediately from the proof of the 
compatibility of conditions A-D. Assume that 
the quantities S I , .•. , S constructed above 

n 
satisfy conditions A-D. Now construct S n +I. 

If the values of the arguments x 1 , • . ,x n are 
such that it is possible to carry out at least one 
partition oft he form (7 'b), then the value of 
S n +I is determined from the causa.lity condition 

without violating (as demonstrated) any of the 
other conditions. If the values of the arguments 
negate the existence of even one such partition, 
then the value of S n+l may be obtained (even 

though non-uniquely) by starting from the unitarity 
condition again without conflicting with the re­

maining conditions. Thus the existence theorem 
for the scattering matrix S (g) satisfying conditions 
A-D, is demonstrated.* 

4. THE FORM OF TilE SCATTERING MATRIX 

We shall show that the method chosen for con­
structing the scattering matrix leads in a natural 
fashion to explicit expressions for the coefficients 
of the functions S n and thereby to a simple closed 
form express ion for S (g). First we introduce sone 
definitions. 

If a set { gi , ... , gn } of space-time regions 

(in particular the arguments xI , ••• , x n of the 
operator functions may be such regions) is divided 
into two non-empty sets { gAl, ... , gAl} and 

{ g \ , ... , g \ } satisfying a condition of the 
1\l + l 1\n 

type (7'b) 

(21) 

then we shall say that a section has been carried 
out which has separated the original set into the 
sumoftwosets{g\ , ... ,g\ }and{g\ , .. , 

1\l 1\l 1\[+l 

*The demonstration is of course a formal one inasmuch 
as we do not concern ourselves with questions of con­
vergence. 

It is clear that every section is realized by means 
of some space-like hypersurface a , such that every 
region of the first set is situated later than the 
hypersurface and every region of the second is situa­
ted earlier. 

If it is impossible to carry out any sections in 
the set of regions { gi, ... , gn } , we shall say 

that the regions ("points" ) g I , ... , g n are com­

pletely unseparable or the set of these regions is 
indecomposable. In the opposite case we shall say 
that the set of regions { g 1 , •.• , gn } is decom-

posable. 
If a set of regions { g 1 , •.• , gn} can be 

divided into m groups { g ' · · ., g'A } ' · · ., 
A1 vl 

{gt.v,+···+"m-1+ 1• · · · 'g~.n}' 
such that: a) any two groups 

{g\,+ ... +vj-1+1' • • · ,gAv,+···+v j} 

and{gt.v,+ ... +Vi_1+1• · • • 'g~.v,+···+v i} 

are separate with respect to each other and b) the 

regions contained within each group are completely 
unseparable (i.e., every group of regions is inde­
composable), then we shall say that the set of 

regions { g 1 , ... , g n } is completely decomposable. 

Let us consider a decomposable set of regions 
e. We can by definition perform a section in that 
set. Let us assume that such a section divides 
e into the sum of e1 and e2 such that e 1 ~ e 2 • 

Consider now the set e 1 • It may be either indecom­
posable or decomposable. In the first case we 
shall consider the set e 2 , in the second case 
there exists a section which divides e 1 into the 

sum of two sets e11 and e12 , e11 ~ e12 • Since 

G 1 ~ G 2 , such a relationship is also satisfied for 
each part e11 and e12 of the set e1 : e11 ~e 12 
and e 12 ~e 2 . We can therefore write (see foot­
note on page 677 ): 

(22) 

i.e., G is divided into three sets, e11 , e12 and e2 

satisfying a series of relations (21). (If we have 
to contend with the first case mentioned above, and 
e2 is decomposable, then e 1 ~e 21 ~ e 22 ; if e2 

is indecomposable, then the problem of representing 
a decomposable set into a sum of indecomposable 
sets is immediately solved.) Each of these sets 
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may be either indecomposable-then we no longer 
consider it-or decomposable. In the latter case 
there exists a section which decomposes the set 
Ga into two sets Gal ~ Ga2 • By the same argu-

ments which were used to deduce (22), Gal and 
G a 2 will form another term in the series just like 

Ga; thus the performance of a section reduces 

simply to the exchange 

G IX -7> G IX1 d" G IX2 

in expression (22). Such a process can obviously 
he continued until the remaining sets are all inde­
composable and one obtains the series of relations 

(m ::; n, where n is the number of regions in G 
wherein one only considers indecomposable sets of 
regions). 

It has therefore been shown that every decom­
posable set may be decomposed into a sum of inde­
composable sets, i.e., every decomposable set is 
completely decomposable, 

It has further been shown that every decomposable 
set can be represented in the form of an ordered 
succession of indecomposable sets satisfying (23). 

It is easily seen that every decomposition is 
unique. Indeed, let us assume that there exists 
another decomposition of G into indecomposable 
sets some of which at least do not coincide with 
the sets appearing in (23). Let Gf3 he such a set. 

There are two logical possibilities: either it 
consists of regions contained in various sets of 
(23), hut such a set cannot be indecomposable since 
the regions it contains can be divided by one of 
the sections utilized in (23 ); or else it consists of 
regions which are all contained in one of the indec• 
composable sets of (23), although they do not ex­
haust it; but this implies decomposition of an inde­
composable set, which is impossible by definition. 

On the other hand the representation of a decom­
posable set in the form of an ordered succession of 
indecomposable sets is not unique. This may be 
seen, for example, by considering a set {g 1 , g 2 } 

of two regions space-like with respect to each 
other g 1 "-' g 2 • It is obvious that the decomposable 

set { g 1 , g 2 } may be represented in the form of 

two non-identically ordered series 

In the above example, non-uniqueness follows 
from the possibility of exhanging in (23) two 
regions which are space-like with respect to each 

other. We shall show that this is the case in 
general. It is obvious from the way in which the 
ordered series (23) was constructed that there are 
indeed several series of sections which may he 
chosen from those avaliahle in the original set G, 
and the non-uniqueness of the ordered series of 
sets follows from the available non-unique choices 
of such series of sections. Therefore a transition 
from one ordering (23) to another is accomplished 
by a transition from one series of sections to 
another. But the latter transition can always be 
carried by successive exchange of one section for 
another. We have already examined such exchanges 
when we deduced the compatibility of the various 
forms of the causality conditions, and we have 
found that they always reduce to permutations in 
series of sets of regions of the type (23), which 
proves our contention. 

We shall now stop our geometrical digression and 
we shall concern ourselves with applying the 
results which we have obtained to the explicit 

construetion of the coefficients of the functions of 
the scattering matrix. 

In order to do this we shall consider a set of 
regions G which turn out to be the arguments 
xl • · · .. , xn of the operator functions S (the 

n 
regions consist of one point each). According to 
the theorem we have just demonstrated, this set may 
be uniquely decomposed into a sum of m (1 < m < n). 
indecomposable sets - -

{x~.,, ... , X;>. }; {x~.v +1 , ••• , X;>. + }, ... , 
V1 1 V1 vz 

which may be (non-uniquely) ordered into a chrono­
logical series 

d" ... ·;r {x~. + + +1' ... ,x~.n}. v1 •.• Vm-l 

Applying now the integral causality condition (7' a) 
to each section figuring in (24), we obtain the fol­
lowing representation for S n 

Sn (Xv ••• , Xn) 

= Sv, (x~., • ...• x~.v) Sv. (x~.v.+1' ... ' X;>..v,+v.) 

X • · · Svm {X;>.v,+ ... +vm-1+1>'' · 'X;>.n); 

v1 + ... + Vm = n. (25) 
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Considerin~ now the symmetry of S in all its 
arguments, 8 it is easily seen that (25) can be 
written in the form of the T -product 

(26) 

where it should be kept in mind that chronolo~ical 
ordering is only carried out among distinct inde­
composable groups of points. Representation (26) 
is valid if the set of arguments {x 1 , •.• , xn} 
may be decomposed into a sum of indecomposable 
sets ! x,\ , ... , x,\ l. ... , ! x,\ + l, 

1 v 1 v 1+ ... +vm- l 

... , x,\ } • It is not necessary to discuss here 

ordering~ of the type appearing in (24) inasmuch 
as it will be considered in the evaluation of the 
T -product [the proof of the theorem on the ordering 
of sums of decomposable sets guarantees that the 
T -product (26), carries a well-defined meaning]. 

If in particular all the arguments x 1 , ... , x n 

are pairwise unseparable, then (26) becomes 

Furthermore if the principle of correspondence 

[ Ref. 8, Eq. (4.23) is taken into account, 

then it is found that 

coinciding exactly with the particular solution 
given in Eq. (4.23) of Ref. 8, which 
thus appears as a general solution of S n for pair­
wise unseparable arguments. 

We have therefore expressed all the operator 
functions S in the form of chronological products 
of operator 1unctions of indecomposable sets of 
points and a knowledge of these is now sufficient to 
completely determine the scattering matrix. 3ut 
in local theory a set of points can only be nonde­
composable if all these points coincide. Accord­
ingly, the signfiicance of the operator function 
of indecomposable point sets appears to be that 
of quas!-local operators in the sense defined in Ref. 
8, Sec. 2. 

The causality condition no longer imposes any 
limitations on these quasi-local operators [ apart 
from the commutation requirement on two such 
operators for space-like indecomposable sets of 

points, cf. Eq. (IO)], we need therefore only con­
cern ourselves with fulfilling the unitarity condition. 
It is easily seen that it [Ref. 8, Eq. (4.9)] de­
fines uniquely their Hem1itian parts, while their 
anti-Hermitian parts remain arbitrary. They must be 
specified during the formulation of a theory. De-

'"" rv 

noting them by i L v (x 1 , .•. , xv ), where L v 

is Hennitian (we depart here from the notation of 
Ref. 8, where quasi-local operators are denoted 
by Av ), it may he said that (26) uniquely deter­
mines all the operator functions S n by means of 

the following series of Hermitian quasi -local oper­
ators 

L1 (x) = L (x), (28) 

which must be supplied by a particular theory. 
Such a formulation, however, suffers from the 

disadavantage that it does not assign unique ex­
press ions to the functions S n over the whole range 

of the arguments. In order to avoidthis, it is 
necessary to represent the value of S n for an inde­

composable group of arguments in the form of a 
sum of expressions, extending its value in a contin­
uous fashion over a decomposable group of argu­
ments, and certain new quasi-local operators. 

In other words we must generalizethe definition 
of the T -product to include the case of coinciding 
arguments whereby an intuitive chronological order 
loses significance. This may be done by starting 
from Wick's theorem; however, in order to give 
meaning to the products of singular functions with 
coinciding singularities arising in this case, it is 
necessary to have recourse to some limiting pro­
cess (regularization). The result will depend of 
course on the form of the limiting process. The 
usual methods of regularization possess the ad­
vantage that when they are used to determine the 
value of the T -product for coinciding arguments, the 
operator functions S n automatically satisfy the con-

dition of unitarity (in local theory this is a natural 
consequence of continuity). The new quasi-local 
operators will then be anti-Hermitian and we shall 
denote them by i L v (x 1 , · • ., xv ). 

Expression (26) may then he written in the form 

Sn (xi, · · · 'Xn) (29) 

= ~T[lLv, (x~.,, ... ,Xt.v)· · · · iLvm(. .. , X;.n)l, 
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where the summation is to be carried out over all 
possible divisions of the set {x 1 , •.• , xn} into 
subsets 

wherein the order of the factors appearing within 
the T -product is unimportant. Writing out the sum 
appearing in (29) in explicit form yields the ex­
pression 

which coincides with the expression obtained in 
Ref. 8, Eq. (4 .32). Thus the integral causality 
condition leads automatically (and without the need 
for any artificial considerations or copjectures) to 
the general expression (30) obtained by Bogoliubov, 
for the operator functions S n • 

Combining the whole series of quasi-local 
operators 

we obtain [see Ref. 8, Eqs. (4.30) and (4.34)] the 
final closed-form expression 

S (g)= T exp {i ~ L (x; g) g (x) dx} (33) 

for the matrix S (g) as a function ofthe "generalized 
Lagrangian" L (x;g), and coinciding with the ex­
pression obtained in Eq. (4.34), Ref. 8. 
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which must be specified in order to determine (30), 
in the form of a single functional 

L (x; g) = L (x) (32) 

00 

+ ~ ~! ~ Lv (x, X1, .. ·, Xv-1) 
v=2 

)( g (x1) ... g (Xv-1) dx1 • •• dxv-1• 
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