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A mathematical formalism is set up for the space-time description offield theory, start
ing from an action principle. It is proved that such a formalism necessarily leads to a 
representation by meai"lS of external sources. 

l. INTRODUCTION 

THE unsatisfactory state of quantum field 
theory makes urgent the task of investigating 

and reformulatinf the mathematical basis of the 
theory. Ilecently a number of papers have appeared, 
dealing with the space-time description of field 
theory. A consistently 4-dimensional treatment 
uses operators of a different type from those oft he 
ordinary 3-dimensional formalism. The former 
type of operators we shall call "causal". They 
were introduced simultaneously by several authors 
authors, 1- 3 working from different points of view. 

Coester 1 found it necessary to define operators 
having the properties of causal operators, in order 
to construct a quantizationscheme for Feynman 
amplitudes. Col' fand considered these operators 
under the name of "quasi-fields," usinv them as 
a convenient device for calculating expe elation
values of the S-matrix. The present author 2 de
fined causal operators as operators which refer to 
a definite direction of time, and which satisfy re
quirements connected with the principle of causality. 

It has been proved l- 3 that the use of causal 
instead of ordinary field-operators does not change 
the results of the usual scattering -matrix theory. 
Equations fort he state-vector were also introduced 1 

* The content of this paper was presented at the All
Union Conference on quantum electrodynamics and the 
theory of elementary particles on April 2, 1955. 

into the causal operator formalism. 3utthe form 
of these equations was fixed by requiring that the 
results of the causal operator theory should coin
cide with the results of the usual theory, and this 
cannot be regarded as a satisfactory basis for a 
logically constructed formalism. 

The present paper contains a systematic devel
opment oft he theory of causal operators, starting 
from an action principle. In Sec. 2 the action 
principle is formulated, and the basic difference be
tween the causal operator theory and the usual theory 
is explained. The difference arises from our con
sidering the situation from a 4-dimensional point 
of view. One consequence of this is the nonexis
tence of equations of motion for causal operators.* 
In Sec. 3 the state-vector is studied in a repre
sentation in which a complete set of commuting ob
servables can only be constructed by means of 
causal operators. Jn this case the action principle 
leads to equations fort he state vector which are 
identical (after some changes in notation) with the 

* This feature was not made clear in the author's 
second paper (see Ref. 2 ), where it was suggested that 
equations of motion of causal operators should exist, 
Hence, Eqs. (3) a.'1d (5) of Ref. 2 refer to the solution of 
a boundary-value problem, not for the causal operators, 
but for particular matrix elements of these operators. 
Equation (5), obtained by combining (3a) with (3b), is 
incorrect, since the matrix elements (3a) and (3b) refer 
to different functionals. In any case, Eq. (5) wasnever 
used in the rest of the paper. 
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equations expressing the Schwinger functional in 
terms of external sources. The appearance of 
external sources seems to be inevitable in a space
time description offield theory. This seems to be 
connected with the inapplicability of a principle of 
stationary action. In Sec 4 the state-vector is 
studied by expressing it as a generalized Fock 
functional. The action principle leads to the 
equations for the state-vector which were proposed 
by Coester .1 In Sec. 4 equations are also derived 
for Feynman amplitudes. In Sec. 5 the energy-mo
mentum vector of the causal operatortheory is 
defined. 

2. STAilTING EQUATIONS. THE ACTION 
PPJNCIPLE. 

The nucleon field operators are denoted by 
X (x) and X (y), the meson field operators by 
;J:l (x). We assume as already known that the 
causal operators X (x), X (y) and <P (z) anticommute 
<r commute for all positions of the points x, y, z. 

{x (x), X (y)} = 0; [<D (x), tD (y)] = 0; 
(2.1) 

[z(x), <D(z)] = O,etc. 

It is assumed that the matrixes X , X and <P are 
not diagonal in the particle occupation-numbers. 
We consider what consequences follow from the 
assumption that the basic field operators are X• X 
and :j} with the properties (2.1). 

In consequence of Eq. (2.l);we can construct 
a complete set of commuting observables .;by 
means of the operators X• 5{ and <P at the various 
points of space-time. Therefore, in the causal 
operator formalism, a state labelled by the set of 
eigenvalues ,;:-'has a well-defined space-time be
havior. This fact is basic to the development of 
the theory of the operaiors X• X, ·:1'1. 

We suppose a complete set of state-vectors Q (,;:-') 
to be labelled by the eigenvalues .;'of the set 
of observables ,;:-which constitute a space-time de
scription of the system. The most general problem 
of the theory is to describe the state D of the in
teracting fields over the mole of space-time. Once 
0 is known, the probabilties of all scattering proc
esses and the properties of all stationary states 
are determined. The state-vector 

0 = ~ c (~') d~'O (~') (2.2) 

will Le fixed if the coefficients C ( .;') - [0{~), Q] 
can be calculated. The coefficients C (,;:-') cannot 
be assigned arbitrarily, and the equations restrict
ing their values follow from 8.n artinn princip!P.. 

Consider an infinitesimal variation o C (.;') pro
duced by infinitesimal variations of .;'throughout 
space-time. The action principle is expressed by 
the equation 

oC(~') = i(O(~'), oW-0), (2.3a) 

where W is the action operator. This formulation 
of the principle is equivalent to the action princi
ple of Feynman. 4 Since 8 C (,;:-')=[on <f'l, n ], we 
can ·define an infinitesimal transformation operator 
ce, by* 

(oO (~'), O) = (O (~'), Gr., O), 

and then the action principle (2.3a) becomes 

(2 .3b) 

The variation oc n in Eq. (2.3b) is the variation 
produced by varying the coefficients C (.;'). 

We assume that the action has the same form as 
in the usual theory, but expressed in terms of 
the operators X• X and <P. It is convenient to 
write the expression for W in the form of a double 
integral, with 84 (x-y) = o(x-y) o(x 0 - Yo), 

W = ~ L (x, y) d4Xd4y; 

L (x, y)= ~ io4 (x _ y) (2.4) 

x(f.(y)D (x) X (x)- X (y) D (- x) z(x) 

- 1/2 grJ) (x) To (y) [X (y) X (x)- X (yfi_ (x)]} 

_ 1)4 (x _ y) [(a~x~x) y + fJ.2qJ2 (x)]. 

Here we use the notation 

D (x) = i (r,. (x) a I ox).+ m), 

and Y,\ (x) means that the matrix Y,\ operates on the 

spinor referring to the point x; thus; 

I 'A (x) X (y) X (x) = i{y) I 'A X (x) , etc. 

* We always denote by P the energy-momentum vec

tor. To avoid confusion, tl:e infinitesimal transforma

tion operator is denoted by G ~, instead of by the custom

ary P ~:'~ 



QUANTUM FIELD THEORY 555 

The representation (2 .4) of the action W avoids 
the ambiguities which arise in considering prod
ucts of causal operators referring to equal times. 
The operator L (x, y) in Eq. (2.4) is symmetric in 
the coordinates x, y, and this is necessary in order 
that L (x, y) should be invariant under charge-con
jullation. The interaction term in L ( x, x) contains 
a normal product of nucleon field operators, in this 
formalism just as in the usual theory. 

It is clear from Eq. (2.3b) that different choices 
of Q (.;-')will in general correspond to different 
representations of the equations of motion for n. 
These representations reduce to two main types: 
(a) when the observables ~are constructed directly 
from the operators X• X• :D and (b) when the con
struction of the ~involves the separation of the 
field-operators X• X• <!> into emission and absorption 
parts. In the first case the state-vector Q is rep
resented by a Schwinger functional, 5 and in the 
second case by a generalized Fock functional. 6 

3. TilE Sf ATE-VECTOR Q AS A SCHWI:-IGER 
FUNCTIONAL 

If the operators ~are constructed from the 
x, X and ~, then the variations 15 ~may be ex
pressed in terms of operators ox, ox, oil>. Then 
e ~, In Eq. (2.3b) contains only these variations 

of the causal operators. We assume, as in the 
3-dimensional formalism 7 ' that ox, ox and ott> 
satisfy the relations 

{ox. (x), x (y)} = O; (3 .1) 

{ox (x), X. (y)} = 0; [o«D (x), «D (y)] = 0' etc. 

Since W is constructed from the operators X• X, 
<D, Eq. (2.3b) is equivalent to 

(Gx. + Gx-+ G<I>) Q. (3.2) 

= i (ox.W + ox-w + o<I>W) n, 

where GX' GX and e? are operators with the 

properties 

[Gx, x.J =ox.; [Gx, XJ =ox; [G<I>, «D] = o«D,(3.3) 

and 

are the variations of W produced by the variations 
of X• X and zl>. 

To construct e C we introduce operators• rr(x), 
Ti (x) and ll (x) determined by the following commu
tation rules: 

{1t (x), X. (y)} = (1/i) o4 (x- y); 
(3.4) 

{; (x), x (y)} = io4 (x- y); 

[II (x), «D (y)] = (1/i) o4 (x- y). 

The operators rr, Ti and 11 are the 4-dimensional 
analogs of the canonically conjugate momenta in 
the usual 3-dimensional treatment. The operators 
ex , ex and e«D then have the form 

Gx = i ~ox (x) 1t (x) d4x; 

Gx:-= - i ~ ox(x); (x) d4x; 

G(J) = i ~ o«D (x) II (x) d4x. 

Substituting these expressions into Eq. (3.2), 
using Eqs. (2.4) and (3.1), and remembering thatthe 
variations ox, ox and o<P are independent, we 

obtain the system of equations for n 

D (x)- gr5 «D (x)] x. (x) Q = i;-(x) Q; 
(3.5) 

[D ( ___: x)- g"(5 (x) «D (x)] x (x1 Q = i1t (x) Q; 

- isX. (y) Z (x)l~=y} Q = ill (x) Q. 

A formal solution of Eq. (3.5) is easy to find if we 
assume that n can be represented in the form 

Q == Q [X., X., «D] (3.6) 

= ~ ~F(x ... /y ... /z ... ) 
n,m.k 

X Z (x) ... X (y) ... «D (z) ... d4x ... d4y ... d4z ... Qo, 

where n ° satisfies the conditions 



556 lu. V. NOVOZHILOV 

and the function F (x ... I y ... I z ... ) is 
a.ntisymmetri.c in the coordinates x •.• , y ... 
and symmetric in the coordinates z ...• Then in 
Eq. (3.5) <I> (x) is to be considered as the opera
tion of multiplying by a certain function 0 '(x) 
while ll(x) is the operation of functional dif
ferentiation 

II (x) n =- i (an 1 a<D' (x)). 

In the same way rr (x) and 7f (x) in Eq. (3.5) are 
to be considered as functional differential opera
tors, and they may be formally replaced by 
-io/ox (x) and io/o5( (x). Underthese conditions, 
the formal solution of Eq. (3.5) is 

(3.8) 

From Eq. (3.8) we can also obtain formal solutions 
for other cases. 

The_ meaning of the state-vector D is most easily 
explained by examining the connection between n 
and the Schwinger functional Z which is a functional 
of external sources, 17 (x), 'if (x) associated with 
the nucleon field, and] (x) with the meson field. 
The functional Z is determined by the equations 5 •8 

{D(x)-ig~r5 ~/(x)}~~x) =-"tJ(x)Z; (3.9) 

{ . ~ } ~z - . 
D (- x) -tgj5 ~J (x) ~'lJ (x) = "fJ (x) Z, 

i (D- v- 2) (aZ 1 aJ (x)) 

= J (x) Z + gi Sp j 5 (02Z I a'!) (x) a~ (x)), 

and the conditions 

z = I , aZ / a"IJ = aZ 1 a7; = az 1 oJ = o 
(3.10) 

for J = '1j = ~ = 0. 

Comparing Eq. (3.9) with (3.5), we see that Eq. 
(3.9) is nothing else than the equation (3.5) for 
the state-vector n (rr, if, fi ), in the representation 
in which rr (x) is the operation of multiplication 
by l1 '(x) and cD (x) is the operation of functional 
differentiation 

- ~ -
ct> (x) Q [7:, 1r, II]= i W' (x) Q [1r, 1r, II]. 

The symbolic representation of X (x) and 5( (x) is 

x. (x) = - io 1 arc (x); x (x) = io 1 a; (x). 

The role of the external sources is thus played by 
the "conjugate momenta": rr(x) "- 17 (x), 7f (x) 
"- 7)(x), IT (x) "-] (x). The initial conditions (3.7) 

for the functional Q (x, -:z, <I>) in the X• 5(, <I> rep
~esentation correspond to the conditions (3.10) for 
the functional D (rr, 7f, II) = Z ( 17 , 'if, J ) in the 
rr, rr, n representation. Thus n (rr, rr, IT) is identi
cal with the generating functional of the Green's 
functions for the system of interacting fields. 

The appearance of external sources in the present 
formalism is at first glance unexpected, since the 
original action operator (2.4) does not involve 
external sources. But in a consistent space-time 
treatment the appearance of external sources is 
inevitable, as the following more general argument 
shows. 

In the usual (either classical or quantized) 3-
dimensional treatment offield theory, there exists 
a principle of stationary action. This principle 
states that variations of the field-quantities (the 
external sources being held constant), within the 
4-dimensional volume bounded by hyperplanes t 

=constant in the remote past and future, do not 
change the action and do not influence the devel
opment of the system in time. In our 4-dimensional 
treatment offield theory, the development of the 
system in time is not considered, since the time
development is already included in the basic 
assumption of the 4-dimensional character of the 
wave-functional n <el. Since we assume the possi
bility of a 4-dimensional specification of a state, 
we necessarily assume that variations of the field
quantities (for example the variations ox, ojz 
and o<I>) at any point of space-time will influence 
the state-vector D . In other words, we are here 
speaking of variations which are forbidden from 
the point of view of the principle of stationary 
action. Hence, in the basic statement of the 
problem of giving a space-time treatment of field
theory, the principle of stationary action is neces
sarily abandoned. A particular consequence of 
this is the nonexistence of equations of motion for 
the field operators in the 4-dimensional treatment. 
There are no equations for X• 5(, <I>, but only equa
tions such as Eq. (3 .9) and (4 .9) which restrict the 
possible choice of state-functionals. 

Our mathematical formalism can then be equiva
lent to an ordinary 3-dimensional treatment, only 
if the 3-dimensional formalism allows variations 
which violate the principle of stationary action. 
Such variations are variations of external sources 
or of external parameters, and the space-time 
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treatment is therefore necessarily and closely 
linked with the consideration of external sources 
and external invariant parameters. 

From Eq. (2.3) we can in the usual way deduce 
the equation •describing the development of the 
system as a particular external parameter is 
varied. For example, let the coupling constant 
g of the field interaction vary. Then the equation 
for n (g) ' which replaces the equation forthe state
vector in the usual interaction representation, 
becomes 

iao (g) Jag= u1~2n (g), (3.11) 

with W ~2 independent of g. W 12 = gWp2 is the 

interaction term in the operator (2 .4). Equation 
(3.11) has the formal solution 

0 (g)=== SO (0) = eiw,.o (0), (3 .12) 

where n (0) is the functional describing nonin
teracting fields. Expressions of the form of Eq. 

(3.12) were obtained in several earlier investi
gations 1 •2 •3 •8 • 

4. THE STATE-VECTOR AS A GENERALIZED 
FOCK FUNCTIONAL 

We consider Eq. (2.3) in the representation in 
which the state-vector n is a generalized Fock 
functional. 6 We denote by a+p (x), b+p (x) the 4-

dimensional creation operators of the nucleon 
field, and by c+ (x) those of the meson fields, p 
being a spinor index. The commutation relations 
between these creation operators and the absorp
tion operators a p (x), bp (x), c (x), unlike the 

usual commutation relations, have on the right
hand siJe a 4-dimensional a-function: 

{ap (x), a~ (y)} = ap.,a4 (x- y); (4.1) 

{bp (x), b~ (y)} = ap.,o4 (x- y); 

[c (x), c+ (y)] = a4 (x- y). 

All other commutators vanish. The transformation 
properties of the operators a (x), b(x) and c(x) 
are fixed by requiring that the quantities 
[Q ', a (x) n], [Q ', b (x) n J transform like a bi

spinor and a conjugate bispinor, while [Q ',c(x)Q] 

transforms like a pseudoscalar. * 
The operators a, b, c and a +b +, c + act on the 

functional Q , which may be considered as a super
position of eigen-functionals of the number-operator 
of nucleons a+(x) a ( x)d4 x, the number-operator of 
antinucleons r b +(x) b (x) d 4 x, and that of mesons 
fc+(x) c (x) d4x: 

0 = ~ Onmk = ~ (n! m! k!)-'1. 
nmk 

X f (xl. · · Xn I Y1 · .. Ym I Z1 ... zk) 

X a+ (x1 ) ••• a+ (Xn) b+ (Y1 ) • • • b+ (Ym) 

(4.2) 

X c+ (z1) ••• c+ (zk) 0 0 • 

Here £2 0 is the normalized functional of the vacuum 
state, determined by the conditions a (x) no 
=0, b (x) n0 =0, c (x) n0 =0, (n0 , Q 0 ) = l. The 

function f(x 1 ... xn I y 1 ... Ym I z 1 ... zk ), 

which plays the role of the coefficients C ((')in 
Eq. (2.2), is the Feynman amplitude for n nucleons 

with coordinates x 1 , ..• , xn , m antinucleons with 

coordinates y 1 , •.• , y m , and k-mesons with 

coordinates z 1 , .•. , z k • The function f (x ... 

I y ... I z .•. ) is antisymmetric in the x andy 
coordinates, and symmetric in the z coordinates. 
Coester 1 introduced a functional n of the form 
of Eq. (4.2). 

The scalar product { n, Q ') of the generalized 
functionals n and n, is defined in analogy to the 
three-dimensional case 6 • If f( x • .. I y . .. I z . .. ) 

are the functions in the expansion (4.2) of n' and if 

o'+ = ~ ~ nt c (z") ... b (y) ... (4.3) . 

nmk 

a (x) f'* (x ... IY . I z ... ) 

is the functional conjugate to n ', then 

(0'' 0) (4.4) 

= ~ ~ f'* (xl · · · Xn I Y1 · .. Ym I 21 •.. zk) 
nmk 

X f (xl ... Xn I Y1 · · · Ym I Z1 · • · Zk) 
X dx1 • •• dxndy 1 • •• dymdZ 1 ••• dzk. 

* One may call the operator a( x) a bispinor, in the 
same sense in which the Dirac matrices y are some-
times said to constitute a vector. v 
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To obtain the explicit form of Eq. (2.3) for a 
generalized Fock functional n, one must establish 
the correspondence between the creation and ab
sorption operators and the causal operators X• X 
and 1>. The correspondence is based on the suppo-

sition that the operators X• 5Z and 1> can he sepa
rated into creation parts Xc, Xc and ct>c and absorp
tion parts xa, x a and ct>a, all the absorption parts 

commuting or anticommuting with each other, and 
all the creation parts likewise. This supposition 
is essential to the argument. It limits the possible 
form of the operators X• X and <I>, and restricts 

the form of the commutation relations between the 
creation and absorption parts of these operators. 
From the conditions (2.1) and (4.1) we deduce that 
these commutation relations must he 

{Xa(x), Xc(y)} = crF(X, y); (4.5) 

[<Pa (x), ¢c (y)] = dF (x, y); 

{xa (x), XC (y)} = - "F (y, x) 

where the quantities a F and dF are functions and 

not field-operators. The functions aF ( x, y) and 

dF(x, y) are given by 

"F (x, Y) = (Qo, X (x) X (y) Qo) 

states to which the functionals nnmk are referred. 
Usually dF and aF are referred to the noninteract

ing fields, in which case dF = ~.'~F and aF=-Y:zSF; 

however, renormalization is then impossihl~. To 
obtain a renormalizahle theory one must choose 9 

aF = -~s; and dF = ~!\~. 
Hememhering that 

f (xl · · · Xn I Yt · · · Ym I Z1 • • • Zk) (4.7) 

= (n! m! kl)_~/, (!.10 , c (zk) . .. 

c (z1) b (Ym) .• •• b (y1) a (xn) . •• a (x1) !.1), 

we find the expression for an infinitesimal trans
formation operator 

G = - ~ (oa (x) a+ (x) (4.8) 

+ ob (x) b+ (x) + oc (x) c+ (x)] d4x. 

Since the variations 0 a (X), ob (X) and oc (X) are 
independent, the action principle (2.3) is equiva
lent to the following system of equations for £1: 

(4.9) 

{D (x) x (x)- gr5<P (x) x (x)} Q =- b+ (x) !.1; 

{D (- x) X (x)- g<P (x) X (x) Is} !.1 =a+ (x) !.1; 

=- (Qo, X (y) X. (x) !.1o); {i (0- fL2) <P (x) + gN lx(x)r5X (x)]} Q =- c+ (x) !.1. 

dp (x, y) = (!.10 , <P (x) <P (y) !.1o) 

These equations show that aF and dF are Green's 
functions of causal, or Feynman, type. 

The commutation relations (4.3) will he obeyed if 
we assumex"(x):a(x), xa(x):b(x), cpa(x) 
= c ( x), and represent the operators X, X and 1> in 
the form 

X (x) =a (x)- ~ "F (x, y) b+ (y) d4y; (4.6) 

x (x) == b (x) .t· ~a+ (y) "F (y, x) d4y; 

<P (x) = c (x) + ~ dF (x, y) c+ (y) d4y. 

This representation of the causal operators was 
already given by Coester 1• The choice of the func
tions aF and dF, with the operators X• X and 1> 
given by Eq. (4.6), fixes the meaning of the basic 

These equations were originally proposed by 
Coester 1• 

Equations (4.9) imply an infinite system of 
coupled equations for the functions f( x . .. I y . .. I 
z ... ). These coupled equations are a generaliza-
tion of the equations obtained in Fock's method 
of functionals 6 • They differ from Fock's equa
tions in two ways: first, not only the meson field 
hut also the nucleon field is treated by means of 
second quantization; second, the amplitudes are 
Feynman amplitudes of four-dimensional type*. In
serting the expansion (4.2) of the functional n into 
the first equation (4.9), we obtain the equations for 
the coefficients f(x 1 .. . xn I y 1 .. ·Ym I z 1 ... zk) 

with (k, n,, m = 0, l, 2, ... oo ), 

* The equations for the lowest Feynman amplitudes 
were obtained by Zimmerman (see Ref. 9) without using 
a four-dimensional method of quantization. 
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(4.10) 

V n + 1 D (x) f (xxl ... Xn I Y1 ... Ym I Z1 ... zk) 

- <v~n [{D(x)crF(x,yl) 

-o4 (x-(yl)}f(xl · · · ~n I Y2 .. ·Ym I Z1 .. . zk)]y 

= grs (x){ V n + 1 V k + 1 

X f (xxl · · • Xn I Y1 ... Ym I XZ1 ... Zk) 

f (xl ... Xn I YY! ... Ym I z2 ... zk)]z 

+ n-'1• [ crF (x1, y) 

X.f (x2 · · · Xn I Y1 · · · Ym I YZ1 •.• Zk)]x 

+ (nk)-'1• [dF (y, z1) 

The system of equations for f( x . •. I y ... I z ... ) 
equivalent to the third equation (4.9) is 

-(- 1) VN1 i(Oz-~L2) 
V m ><f (xl · · · Xn I Yt • .. Ym I ZZ1 • .• zk) 

(4. 12) 

X[crF(X, y1)f(xl ... Xn I Y2 · ·. Ym I XZ1 ... Zk)]y Xy'k + 1 + /k [{i (Dz-!L2)dF(z, z1) 

+ [f (xxl ... Xn I Yl ... Ym I z2 . .• zk) dF (x, zl)]Z - o' (z- zl)} f (xl ... Xn I Yt . .• Ym I z2 ... Zk)]z 

( 1 )n v [f (xl ... Xn I Y2 ... Ym l z2 ... Zk) 
thk 

The factor (- 1 )n arises from the fact that the 
operator b+(y) must be computed through n 

operators a in order to arrive at the beginning of 
the b+ operators. The notation [ ] means y,z 
that the expression inside the brackets must be 
symmetrized in the meson coordinates ( z) and 
antisymmetrized in the antinucleon coordinates 
( y ); for example, 

[crF(X, Yt)f(. ··I Y2 · · · Ym I·· .)]y 

= crF (xtyl) f ( .. ·I Y2 · · · · Ym l · · .) 
-crF(x, y2 ) f(. ·.I Y1 Ya · · · Ym I··.) 

+aF(x,y3)f( ... lyly2y4 ... ym1· ·· )-... ]. 

The system of equations for f(x •. ·IY· .. 1 z ... ) 
arising from the second equation (4.9) is 

(4.11) 

X D ( -y) f (x1 ..• · Xn I YY1 . .. Ym I Zt . · · Zk) 
-1 

+vn [{D(-y)crF(x1,y) 

- 04 (xl- y)} f (x2 ... Xn I Yl ... Ym I zl ... zk)Jx 

=grG(Y){Vm+ 1 V k+ 1 (-l)n 

X f (xl · · • Xn I YY1 · · • Ym I YZ1 • .. zk) 

+ (-l)n[dF(y, Z1) 

= g { V m + 1 V n + lr5 (z) 

X f ( ZX1 ... Xn I ZY1 ..• Y m I Z1 ... Zk) (- 1 )n 

- (- 1 )n (nm)-'1• [ crF (x1 , z)rs (z) crF (z, Y1) 

X f (x2. · · Xn I Y2 · · · Ym l Z1 · · · Zk)Jx. y 

+ [ crF (x1 , z) Is (z) 
xt (z2x2 . •. Xn I Yl .. ·. Ym I zl ... Zk)J~ 

+[Is (z) crF (z, Y1) 

Xf(X1 ... Xn I ZY2·. · Ym I Z1. ·. zk)]j}, 

where [ ]* and [ ]* mean that the expression in 
X y 

the first bracket must be antisymn1etrized in the 
coordinates ( zx1 ••• xn ), and the expression in the 
second bracket must be antisymmetrized in ( zy 1 ... 

Ym ). 
Equations (4.10), (4.11) and (4.12) have a very 

clumsy appearance. They can he simplified a 
little by suitable choice of the functions aF(x, y) 
and dF (x, y ). Compared with the functions 
T ( x . .. I y • .. I z . .. ) for which equations were de
rived by Zimmerman 9 and others 10 , the functions 
f( x • .• I y . .• I z . .. ) have the advantage of refer
ring to an orthogonal system of states. A detailed 
investigation of Eqs. (4.10)-(4.12) will he published 
separately. 

5. THE ENERGY-MOMENTUM VECTOR 

In the usual three-dimensional treatment of 
quantum field theory, the expression for the energy
momentum vector is derived from the Lagrangian, 
and the identification of the energy-momentum 
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vector as a displacement operator is a consequence 
of the canonical commutation relations. In our 
four-dimensional treatment of quantum field theory 
there is no variation principle, no canonical commu
tation relations, and no equations of motion of the 
field-operators. We therefore define the energy
momentum vector P ( P 4 = iP 0 ) as a quantity 
possessing the proterties of a displacement opera
tor, 

- i [PIJ., a (x)] = aa (x) I axl'-; (5.1) 

- i [Pu., b (x)] = ab (x) I ax,.; 

etc., and with components commuting with one an
other, [ P , P) = 0. The vacuum state 0 0 must 

. f lip. d" . satis y t e con Itlon 

(5.2) 

We determine the uperator P fl. by considering the 
variation o ( )n produced in any state-vector (4.2) 
by variation~ of the operators a+, b +, c + as a re
sult of an infinitesimal displacement of coordinates 
x .... x + ox0 . The displacement ox 0 is independ-

fl. j1 j1 j1 

ent of the point x. The variation O(jl)[l will he 

equal to 

The energy-momentum tensor which satisfies the 
conditions (5.1) and (5.2) is, by virtue of Eq. (4.2), 

P __ . ~ {' + ( ) oa (x) 
~'-- t. a x ox 

fL 

(5.3) 

+ b+ (x) ()b (x) + c+ (x) _ _!c (x) } d4x. 
axp. . OXIJ. 

In momentum-space this becomes 

Pp. =~{a+ (q) a (q) 

+ b+ (q) b (q) + c+ (q) c (q)} qp.d4q. 
Here q 0 is an independent variable. 

It is important to distinguish the variation O( )[l 
from the total variation o [l connected with the11 

displacement x 11 .... x 11 + o~;;- The total variation 

o11n is zero, because the variation o11W of the ac

tion is zero then the coordinates are displaced, by 
virtue of the conservation law for energy and 
momentum [see Eq. (2.3)]. To obtain ol'l ex
plicitly, one must first consider the state-vector 
(4.2) and the action (2.4), with each four-dimensional 
integration extending not over the whole space-
time but over a volume bounded by two hypersurfaces 
a 1 and a 2 . The limiting process which extends 
the integration to the whole space-time is only to 
be performed afterwards. Then o n and o lV refer 
to a rigid displacement of a 1 and a 2 thro!gh the 
vector OX • The equation 0 n = 0 means that the 

f1 j1 

derivatives of the integrand of .l<..:q. (3.2) with re
spect to every coordinate x 11, y 11, z11 are zero. 

Therefore, the effect of the operator P . on the 
state-vector fl is to differentiate the a~plitudes 
f( X ••• I y ... I z .. . ). If p jln = n ', and if 

['( x . •. I y . .. I z . .. ) are the amplitudes of the 
functional n ', then 

(5.4) 

_ ·[y a +"" a. ,., a] 
- -l ~ ax". LJ7fY + L.J az 

n m k u. 

The meaning of PH. as an energy-momentum vector 
can easily be venfied by considering the example 
of nonintemcting fields. In the special case of a 
free nucleon field, for example, we find by using 
the equation of motion (4.7) 

. ~ + ( ) oa (x) d4 n t a x ., . x~" vx0 

The operator Q, representing the total charge of 
the nucleon field, is obtained, just as in the usual 
three-dimensional treatment, by considering an in
finitesimal phase transformation of the causal 
operators. The result is 

Q = ~[a+ (x) a (x)- b+ (x) b(x)] d4x. 
(5.5) 
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CONCLUSION 

The theory of the operators X• X and <D is a con
sistent space-time formulation of the quantum 
theory of fields, closely connected with the usual 
formulation of field theory with external sources. 
But there is an important difference between the 
roles played by the external sources in the two 
theories. In the usual three-dimensional theory, the 
external sources TJ ( x ), T/ ( x ), ! ( x) are auxiliary 
quantities, external to the theory itself. In the 

four-dimensional treatment, these quantities are 

derived from the fundamental operators X ( x), 
5Z ( x ), <D ( x) and from the creation and absorption 
operators a, b, c, a+, b+, c+. This may he con

sidered an advantage of the four-dimensional theory. 
One may expect that the mathematical formalism 

of the operators Xi 5Z and <lJ will he suitable for 
constructing field theories without using representa
tions which refer to "hare" particles. Lehmann, 

Zimmerntann and Symanzik 11 attempted to construct 
a theory of this kind. Starting from general condi
tions of invariance, causality and asymptotic be
havior of field operators at t = ± oo, they obtained 
a variety of equations connecting matrix elements 
of 1'-products. In the space-time treatment, these 
equations can be derived very easily by using the 
representation in which the state-vector is a Fock 
functional. As an example we give the derivation 
of the reduction formula which occupies a central 
position in the work of Lehmann et al. 11 . By defi-

nition, 

T (x . .. I y . .. I z . .. ) (6.1) 

= (Q0 , ~ (x) ... z (y) ... <lJ (z). . Q (g)) 

= (n0 , 1. (x) . .. x (y) ... 1> (z) .... SQ(O)), 

where n ( 0) is a functional of the noninteracting 
fields, and S is the scattering matrix [see Eq. 
(3.12)], the detailed form of which is irrelevant. 
The important point is that S commutes with x, X 
and <IJ. We assume for simplicity that D ( 0) re
fers to a state of one nucleon with wave-function 

ft. ( x ') and one meson with wave-function f~ ( z '). 

Then Eqs. (4.2) and (4.9) give 

Q (0) = ~ f~ (x') f~ (z') a+ (x') c+ (z') d4x'd4z' Qo (6.2) 

= ~ D (x') x. (x') 

Xi (Oz·- P. 2 ) <l> (z') non (x') n (z') d4x'd4z' 
and 

T (x . .. I y . . I z . .. ) (6.3) 

= ~ D (x') i (Oz'- [L2 ) (Q0 ,X (x) 

.. X (y) . .. <lJ (z) . .. X (x') 

x <I> (z') SQ0 ) f~ (x') f~ (z')d4x'd4z'. 

This is the required reduction formula 11 • The 
asymptotic condition is here equivalent to the 
requirement that the wave-functions f ~ ( x ') and 
f ~ ( z ') are composed of positive-energy components 

only. 
In conclusion, I thank Academician V. A, Fock 

for advice and for criticisms. 
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